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Abstract

The flexibility of the DPG methodology is exposed by solving the linear elasticity equations under different variational formulations, including some with non-symmetric functional settings (different infinite-dimensional trial and test spaces). The family of formulations presented are proved to be mutually ill or well-posed when using traditional energy spaces on the whole domain. Moreover, they are shown to remain well-posed when using broken energy spaces and interface variables. Four variational formulations are solved in 3D using the DPG methodology. Numerical evidence is given for both smooth and singular solutions and the expected convergence rates are observed.

1 Introduction

In this paper we demonstrate the fitness of the DPG finite element method with optimal test spaces on various variational formulations of the nondimensionalized equations of linear elasticity,

\[-\text{div}(C : \varepsilon(u)) = f, \quad \text{in } \Omega,
\]

\[u = u_0, \quad \text{on } \Gamma_0,
\]

\[(C : \varepsilon(u)) n = g, \quad \text{on } \Gamma_1.\]

(1.1)

We take \(\Omega\) to be a simply connected smooth domain in \(\mathbb{R}^3\) and let \(\Gamma_0\) and \(\Gamma_1\) be a partition of the boundary, \(\Gamma_0 \cup \Gamma_1 = \partial \Omega\) with outward unit normal, \(n\). Here, \(u\) is the displacement, \(\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T)\) is the associated strain, \(f\) is the body force, \(g\) is the traction, and \(u_0\) is the prescribed displacement. Meanwhile, \(C : \mathbb{S} \rightarrow \mathbb{S}\), is the elasticity or stiffness tensor, where \(\mathbb{S}\) denotes all symmetric \(3 \times 3\) matrices. For isotropic materials, it is expressed as \(C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})\), where \(\lambda\) and \(\mu\) are the Lamé parameters.

It can be shown that the standard Bubnov-Galerkin finite element method for linear elasticity computes the unique minimizer of the energy functional \(E_1(v) = \int_{\Omega} \left( \frac{1}{2} \varepsilon(v) : C : \varepsilon(v) - f \cdot v \right) d\Omega - \int_{\Gamma_1} g \cdot v d\Gamma\), over all candidates, \(v\), in a discrete space of displacements, \(U_h\). In this sense, the formulation has an obvious desirable quality; we have a physically meaningful metric of solution relevance. More precisely, by proceeding from energy minimization we guarantee to compute the best possible solution (measured in the energy) allowed in our set of computable solutions (trial space). Indeed, the typical approach in commercial software is to use exactly the standard Bubnov-Galerkin variational formulation to simulate and predict elastic behavior in materials.

Notwithstanding the above method, there are important circumstances where such a simple energy minimization principle is avoided. Another prominent variational formulation for linear elasticity is the well-known mixed method [6]. These discretizations stem from the minimax problem on the Hellinger-Reissner energy functional \(E_2(\tau, v) = -\int_{\Omega} \left( \frac{1}{2} \tau : C^{-1} : \tau + \text{div} \tau \cdot v + f \cdot v \right) d\Omega + \int_{\Gamma_0} u_0 \cdot \tau n d\Gamma\) [3], an energy principle equivalent to minimization of \(E_1\) [12, 21]. Here \(v\) is a displacement variable and \(\tau = \tau^T\) is a stress

1If \(\Gamma_1 = \emptyset\), then \(f\) and \(g\) must satisfy Signorini's compatibility condition \(\int_{\Omega} f \cdot v d\Omega + \int_{\Gamma_1} g \cdot v d\Gamma = 0\) for all infinitesimal rigid displacements, \(v\).
variable. Such a formulation results in a discretization which avoids volumetric locking and also guarantees a locally conservative stress tensor [6]. Of course, this formulation also guarantees a best possible solution although it is measured in a different way and the trial spaces differ.

Likewise, other energy principles exist for linear elasticity problems. In fact, just for this single problem a total of 14 complementary-dual energy principles are presented in [31], each leading to a different variational formulation. Some may not be easily amenable to computation but perspective should be given that there is little to regard as sacred or more physical about one formulation over another. Ultimately, whatever the physical principle (energy functional) employed, the equations of linear elasticity are ubiquitous; beyond their functional setting, they do not change even though they can be derived in different ways and posed over different spaces. In principle, at the infinite-dimensional level the solution will always be the same but at the computational level the differences can become very important.

In the DPG method, we do not make a quandary over the best physical principle to employ for our choice of optimality. Instead, without access to the exact solution outright, we seek the best numerical solution available to us once the trial space and variational formulation are set. This is achieved by considering a minimization problem on the residual of the discrete solution taken through a user-defined norm in the discrete test space. The ramifications of this methodology are substantial, however analyzing most of them are not the particular focus of this paper. Instead, we intend only to demonstrate the utility of the methodology on various variational formulations. We will now outline some of the history and recent developments of DPG.

The optimal stability DPG methodology [16, 18], referred here simply as “DPG”, was originally envisioned as a practical Petrov-Galerkin finite element method which would naturally transfer the stability of the infinite dimensional problem onto the discrete system. This is achieved by exploiting a natural isometry between a Hilbert space and its dual called the Riesz map and the ability to localize its computation by using broken test spaces. In a difficult problem, instead of tuning stability parameters as is commonplace in standard stabilized methods, the DPG method algorithmically approximates a so called optimal test space to a tuneable accuracy in a way that applies to all well-posed variational problems. The tuning parameter in the DPG method is usually the order of a local test space called the enriched test space where the Riesz map is computed. The larger this parameter, the more accurate the approximation of the optimal test space and in practice this parameter may be quite modest [25]. In fact, for every computation in this paper we found it sufficient to choose an enriched test space one order larger than the trial space. However, should a larger enrichment be necessary, this is not a great hindrance. Feasibility of the method is offered from the fact that all computations on this higher order enriched space are localized. Therefore, the computational cost of the method is essentially independent of the enrichment parameter once the element-local computations have been distributed.

DPG distinguishes the trial and test space differently from the outset and because of this trait it is applicable to often neglected, non-symmetric variational formulations. This originally led to the DPG method with ultraweak variational formulations, a formulation wherein the trial space is naturally discontinuous.
Some highlights of ultraweak variational formulations are given in [35, 20, 9, 7]. Indeed, in this setting, DPG has largely been applied to singular perturbation problems and other problems in computational mechanics where stability is difficult to achieve such as advection diffusion [10] and thin-body problems [30]. Recently, DPG has been applied in the context of space-time problems in [22].

Usually DPG operates with a discontinuous test space. However, the trial space must be globally conforming and for this reason, it is somewhat unique among discontinuous Galerkin methods [8, 19]. Indeed, in this paper we intend to emphasize that DPG is not limited only to ultraweak variational formulations. In fact, we will show that a reformulation of a variational problem over a broken test space can be seen as a way of embedding the original variational problem into a larger one. We then show that this new variational problem over broken test spaces is well-posed if and only if the original unbroken problem is well-posed. Therein, because DPG inherits its stability from the underlying infinite dimensional problem, we always guarantee convergence of the method, provided the enrichment parameter is large enough.

In the context of linear elasticity, the DPG ultraweak setting has been applied to 2D problems in [5] resulting in two different methods, one of which has been complemented by a complete error analysis in [25]. There is also work in 2D elasticity for low order methods [27]. In this article we contribute to the previous DPG ventures in linear elasticity by implementing the method for the 3D equations in four different variational formulations. We also apply a newly developed theory for broken variational formulations [9], which we use to prove their stability. Lastly, we include what we believe is the contemporary observation that all of the variational formulations which we have considered are mutually well or ill-posed. This is important because it avoids having to present an independent proof of well-posedness for each different variational formulation.

1.1 Outline

In Section 2 we propose five variational formulations for linear elasticity. These equations arise naturally by formal integration by parts of a first order system equivalent to (1.1). The formulations are observed to be mutually ill or well-posed.

In Section 3 we define the broken energy spaces along with necessary interface (or broken trace) spaces. Using these spaces, we derive the associated five variational formulations in the broken setting. We close this section by demonstrating the well-posedness of each of these formulations upon the assumption that the respective “unbroken” formulations in Section 2 are also well-posed.

In Section 4 we demonstrate how each of these formulations fit into the DPG framework and elaborate upon the specifics of the DPG methodology, including the computation of the residual to use in adaptivity.

Finally, in Section 5 we present our numerical experiments of the DPG method with four variational formulations applied to 3D smooth and singular linear elasticity problems.
2 Linear elasticity and some variational formulations

2.1 Energy spaces

As a prelude to the variational formulations defined in this section, we must first describe the functional spaces where the trial and test variables lie. These are typically known as energy spaces. First, we define the most basic underlying energy spaces and norms,

\[ L^2(\Omega) = \{ u : \Omega \to \mathbb{R} \mid \| u \|_{L^2(\Omega)} < \infty \} \quad \text{with} \quad \| u \|_{L^2(\Omega)}^2 = \int_{\Omega} |u|^2 \, d\Omega, \]
\[ H^1(\Omega) = \{ u : \Omega \to \mathbb{R} \mid \| u \|_{H^1(\Omega)} < \infty \} \quad \text{with} \quad \| u \|_{H^1(\Omega)}^2 = \| u \|_{L^2(\Omega)}^2 + \int_{\Omega} |\nabla u|^2 \, d\Omega, \]
\[ H(\text{div}, \Omega) = \{ v : \Omega \to \mathbb{R}^3 \mid \| v \|_{H(\text{div}, \Omega)} < \infty \} \quad \text{with} \quad \| v \|_{H(\text{div}, \Omega)}^2 = \int_{\Omega} |v|^2 \, d\Omega + \| \text{div}(v) \|_{L^2(\Omega)}^2. \]  

(2.1)

Here, the functions are defined up to sets of measure zero, and \( \cdot \) is the standard Euclidean norm. Note the expressions here and throughout this work are dimensionally consistent because all physical variables and constants are assumed to have been nondimensionalized.

Next we define some of the vector and matrix energy spaces we will be using,

\[ L^2(\Omega) = \{ u : \Omega \to \mathbb{R}^3 \mid u_i \in L^2(\Omega), i = 1, 2, 3 \}, \]
\[ L^2(\Omega; \mathbb{U}) = \{ u : \Omega \to \mathbb{U} \mid u_{ij} \in L^2(\Omega), i, j = 1, 2, 3 \}, \]
\[ H^1(\Omega) = \{ u : \Omega \to \mathbb{R}^3 \mid u_i \in H^1(\Omega), i = 1, 2, 3 \}, \]
\[ H(\text{div}, \Omega) = \{ \sigma : \Omega \to \mathbb{M} \mid (\sigma_{i1}, \sigma_{i2}, \sigma_{i3}) \in H(\text{div}, \Omega), i = 1, 2, 3 \}, \]  

(2.2)

where \( \mathbb{U} \) is a subspace of \( \mathbb{M} \), the space of \( 3 \times 3 \) matrices. In particular \( \mathbb{U} \) can be the symmetric matrices, \( \mathbb{S} \), the antisymmetric (or skew symmetric) matrices, \( \mathbb{A} \), or \( \mathbb{M} \) itself. The Hilbert norms are naturally defined from the underlying energy spaces. That is, \( \| u \|_{L^2(\Omega)}^2 = \sum_{i=1}^{3} \| u_i \|_{L^2(\Omega)}^2 \), etc. Finally it is useful to define certain subspaces which vanish at some parts of the boundary. Namely,

\[ H^1_{\Gamma_0}(\Omega) = \{ u \in H^1(\Omega) \mid u_i|_{\Gamma_0} = 0, i = 1, 2, 3 \}, \]
\[ H_{\Gamma_1}(\text{div}, \Omega) = \{ \sigma \in H(\text{div}, \Omega) \mid (\sigma_{i1}, \sigma_{i2}, \sigma_{i3})|_{\Gamma_1} \cdot n_{\Gamma_1} = 0, i = 1, 2, 3 \}, \]
\[ H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) = \{ \sigma : \Omega \to \mathbb{S} \mid \sigma \in H_{\Gamma_1}(\text{div}, \Omega) \}, \]  

(2.3)

where \( n_{\Gamma_1} \) is the unit exterior normal to \( \Omega \) along \( \Gamma_1 \subseteq \partial \Omega \).

Naturally all the energy spaces in (2.2) can be defined on a domain different from \( \Omega \), such as on an arbitrary element \( K \subseteq \Omega \). In fact, when it is clear from the context, the domain is absorbed into the notation for convenience.

2.2 First order systems

The equations of linear elasticity can be derived, as was previously mentioned, from energy principles, but in reality, they represent a linear approximation of a nonlinear operator which is naturally expressed as a
first order system. This first order system consists of two equations,

\[ -\text{div}(C : \varepsilon(u)) = f \quad \text{in } \Omega \quad \iff \quad \begin{cases} \sigma - C : \varepsilon(u) = 0 \quad \text{in } \Omega, \\ -\text{div } \sigma = f \quad \text{in } \Omega. \end{cases} \tag{2.4} \]

The first equation is a linearization of the original constitutive law in the reference configuration and relates the linearized Cauchy stress tensor, \( \sigma \), to the linearized strain tensor, \( \varepsilon(u) \). We note that this equation may be rewritten as

\[ S : \sigma - \varepsilon(u) = 0, \tag{2.5} \]

where \( S = C^{-1} : S \rightarrow S \), the inverse of \( C \) over symmetric matrices, is known as the compliance tensor. For isotropic materials it is

\[ S_{ijkl} = \frac{1}{4\mu} (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) - \frac{\lambda}{2\mu(3\lambda+2\mu)} \delta_{ij}\delta_{kl}. \]

The second equation comes from the linearization of the conservation of linear momentum law in the reference configuration. Conservation of angular momentum is contained implicitly in the assumption that \( \sigma = \sigma^T \).

### 2.3 Variational equations

If we assume that \( f \in L^2(\Omega) \), the conservation law is equivalent to the variational equation

\[ -\int_\Omega \text{div } \sigma \cdot v \, d\Omega = \int_\Omega f \cdot v \, d\Omega, \quad \text{for all } v \in L^2(\Omega). \tag{2.6} \]

Due to the symmetry of the stress tensor, \( \sigma = \sigma^T \), it is natural to consider \( \sigma \in \bar{g} + H_{\Gamma_1}(\text{div},\Omega;S) \), where \( \bar{g} \in H(\text{div},\Omega;S) \) is an extension of \( g \) from \( \Gamma_1 \) to \( \Omega \). However, in practice, the space \( H_{\Gamma_1}(\text{div},\Omega;S) \) is very difficult to discretize \([1, 3, 34]\). Instead it is often assumed \( \sigma \in \bar{g} + H_{\Gamma_1}(\text{div},\Omega) \), with the symmetry of \( \sigma \) being imposed weakly through the extra equation,

\[ \int_\Omega \sigma : w \, d\Omega = 0, \quad \text{for all } w \in L^2(\Omega;A), \tag{2.7} \]

and where \( \bar{g} \in H(\text{div},\Omega) \) is now a possibly different extension of \( g \) from \( \Gamma_1 \) to \( \Omega \).

Another equation related to (2.6) is the linearized version of the principle of virtual work in the reference configuration. This can be formally obtained by integrating (2.6) by parts,

\[ \int_\Omega \sigma : \nabla v \, d\Omega = \int_\Omega f \cdot v \, d\Omega + \int_{\Gamma_1} g \cdot v \, d\Gamma, \quad \text{for all } v \in H^1_{\Gamma_0}(\Omega). \tag{2.8} \]

Here, to enforce the symmetry it makes sense to take \( \sigma \in L^2(\Omega;S) \) which is easy to discretize. Note that \( v \in H^1_{\Gamma_0}(\Omega) \) in (2.8), while \( v \in L^2(\Omega) \) in (2.6).

Likewise, after testing with \( \tau \), the constitutive law in (2.4) may be written in a variational form as

\[ \int_\Omega \sigma : \tau \, d\Omega - \int_\Omega \nabla u : C : \tau \, d\Omega = 0, \quad \text{for all } \tau \in L^2(\Omega;S), \tag{2.9} \]
where it was used $\varepsilon(u) : C = \nabla u : C$, with the domain of $C : S \rightarrow S$ being extended naturally to $C : \mathbb{M} \rightarrow S$ (i.e., $C|_{\mathbb{A}} = 0$). Here, due to the presence of $\nabla u$, it makes sense to have $u \in \tilde{u}_0 + H^1_{\Gamma_0}(\Omega)$, where $\tilde{u}_0 \in H^1(\Omega)$ is an extension of $u_0$ from $\Gamma_0$ to $\Omega$.

To get an alternate variational form of the constitutive equation it is more convenient to consider the characterization provided in (2.5), which is easier to integrate by parts and is also more robust (in the sense that $\|C\| \rightarrow \infty$ while $\|\Sigma\| < \infty$ as $\lambda \rightarrow \infty$). A first attempt at integrating this relation by parts with a symmetric $\tau = \tau^T$ yields the expression $\text{div} \tau$, meaning that one should take $\tau \in H^{\text{div}}(\Omega; S)$. This revives the difficulties of discretizing $H^{\text{div}}(\Omega; S)$. To overcome the issue, one must introduce an extra solution variable called the infinitesimal rotation tensor, $\omega$, which satisfies

$$\nabla u = \varepsilon(u) + \omega \Rightarrow \Sigma : \sigma - \nabla u + \omega = 0. \quad (2.10)$$

Testing and integrating by parts then yields

$$\int_{\Omega} \sigma : \Sigma : \tau \, d\Omega + \int_{\Omega} \omega : \tau \, d\Omega + \int_{\Omega} u \cdot \text{div} \tau \, d\Omega = \int_{\Gamma_0} u_0 \cdot \tau n \, d\Gamma, \quad \text{for all } \tau \in H^{\text{div}}(\Omega; S), \quad (2.11)$$

where the domain of $\Sigma$ is extended trivially from $S$ to $\mathbb{M}$ (i.e., $\Sigma|_{\mathbb{A}} = 0$). Here, it is natural to consider $u \in L^2(\Omega)$ and $\omega \in L^2(\Omega; \mathbb{A})$, which are both easy to discretize.

### 2.4 4+1 variational formulations

First, for sake of exposition, throughout the rest of this work we assume that the displacement and traction boundary conditions are homogeneous, meaning $u_0 = 0$ and $g = 0$ (so one can choose extensions $\tilde{u}_0 = 0$ and $\tilde{g} = 0$). As we have just demonstrated, the first order system of equations of linear elasticity can be posed in their weak form in a variety of ways. Indeed, by simply making different choices about integrating by parts we can arrive to the following four variational formulations for linear elasticity.

**(S) Strong formulation**

$$\left\{ \begin{array}{l}
\text{Find } u \in H^1_{\Gamma_0}(\Omega), \sigma \in H^{\text{div}}(\Omega), \\
\int_{\Omega} \sigma : \Sigma : \tau \, d\Omega - \int_{\Omega} \nabla u : C : \tau \, d\Omega = 0, \quad \text{for all } \tau \in L^2(\Omega; S), \\
- \int_{\Omega} \text{div} \sigma \cdot v \, d\Omega = \int_{\Omega} f \cdot v \, d\Omega, \quad \text{for all } v \in L^2(\Omega), \\
\int_{\Omega} \sigma : w \, d\Omega = 0, \quad \text{for all } w \in L^2(\Omega; \mathbb{A}).
\end{array} \right. \quad (2.12)$$

**(U) Ultraweak formulation**

$$\left\{ \begin{array}{l}
\text{Find } u \in L^2(\Omega), \sigma \in L^2(\Omega; S), \omega \in L^2(\Omega; \mathbb{A}), \\
\int_{\Omega} \sigma : \Sigma : \tau \, d\Omega + \int_{\Omega} \omega : \tau \, d\Omega + \int_{\Omega} u \cdot \text{div} \tau \, d\Omega = 0, \quad \text{for all } \tau \in H^{\text{div}}(\Omega), \\
\int_{\Omega} \sigma : \nabla v \, d\Omega = \int_{\Omega} f \cdot v \, d\Omega, \quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{array} \right. \quad (2.13)$$
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(Dual Mixed formulation)

\[
\begin{aligned}
\text{Find } u &\in H^1_{\Gamma_0}(\Omega), \sigma \in L^2(\Omega; \mathbb{S}), \\
\int_{\Omega} \sigma : \tau \, d\Omega - \int_{\Omega} \nabla u : C : \tau \, d\Omega = 0, &\quad \text{for all } \tau \in L^2(\Omega; \mathbb{S}), \\
\int_{\Omega} \sigma : \nabla v \, d\Omega &= \int_{\Omega} f \cdot v \, d\Omega, &\quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{aligned}
\]

(2.14)

(Mixed formulation)

\[
\begin{aligned}
\text{Find } u &\in L^2(\Omega), \sigma \in H^1_1(\text{div}, \Omega), \omega \in L^2(\Omega; A), \\
\int_{\Omega} \sigma : \tau \, d\Omega + \int_{\Omega} \omega : \tau \, d\Omega + \int_{\Omega} u \cdot \text{div} \tau \, d\Omega = 0, &\quad \text{for all } \tau \in H^1_1(\text{div}, \Omega), \\
- \int_{\Omega} \text{div} \sigma \cdot v \, d\Omega &= \int_{\Omega} f \cdot v \, d\Omega, &\quad \text{for all } v \in L^2(\Omega), \\
\int_{\Omega} \sigma : w \, d\Omega &= 0, &\quad \text{for all } w \in L^2(\Omega; A).
\end{aligned}
\]

(2.15)

(Primal formulation)

\[
\begin{aligned}
\text{Find } u &\in H^1_{\Gamma_0}(\Omega), \\
\int_{\Omega} \nabla u : C : \nabla v \, d\Omega &= \int_{\Omega} f \cdot v \, d\Omega, &\quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{aligned}
\]

(2.16)

Observe that the dual mixed formulation can also be rewritten in second order form. Therefore, we allow for one more variational formulation, equivalent to (2.14),

(Primal formulation)

This final variational formulation is easily the most pervasive in the finite element literature. Treated with the Bubnov-Galerkin method and conforming finite elements, it has the strong advantage of computational efficiency for it involves only a single solution variable and so the required degrees of freedom in computation are usually significantly less than in each other discretization. This formulation produces a symmetric coercive bilinear form and so also a symmetric, positive definite stiffness matrix. Moreover, when using piecewise-linear isoparametric elements, it is well known to always reproduce infinitesimal rigid displacements exactly. Compared to the dual mixed formulation, the primal formulation is essentially superior in all ways since even the stress tensor, \( \sigma \), can be computed a posteriori from the \( H^1(\Omega) \) solution variable. For this reason, we avoid computing with the dual mixed formulation in Section 5.

The mixed formulation is also well known in the literature for it avoids volumetric locking in nearly incompressible scenarios (as \( \lambda \to \infty \)) and globally preserves the conservation law \( -\int_{\Omega} \text{div} \sigma \, d\Omega = \int_{\Omega} f \, d\Omega \) in the discrete solution. The law holds element-wise as well as long as the characteristic function of the element is in the test function space. Neither of these traits are present in the primal formulation. Moreover, the mixed method can also be discretized with conforming finite elements with the Bubnov-Galerkin method. As with the primal method, this is due to the fact that the test and trial spaces are the same. The mixed formulation can be simplified when using the symmetric space \( H^1_1(\text{div}, \Omega; \mathbb{S}) \) for \( \sigma \) and \( \tau \). However, stable
finite element spaces satisfying strong symmetry in the stress variable are very difficult to produce. Some notable treatments of these difficulties are considered in [1, 3, 32, 33].

The strong formulation can be recast as the first order least squares finite element method (see Section 4.3). This method is easy to implement and always produces positive definite stiffness matrices.

The lesser studied ultraweak formulation is not often used because it does not immediately admit a stable discretization due to the test and trial spaces being different. This formulation has been the traditional setting for applying the DPG methodology. With this methodology, we will show that the formulation indeed can admit a stable discretization. Amongst many advantages is that it is volumetric locking-free [5].

Of course, other formulations of linear elasticity are also possible such as those derived from the Hu-Washizu principle [31]. Notably, volumetric locking can also be avoided by introducing a pressure term, but at the cost making traction (normal stress) boundary conditions more difficult to handle [28].

2.5 Well-posedness

One of the main results is stated in the next theorem, whose proof is relegated to Appendix B.

**Theorem 2.1.** The variational formulations $(S)$, $(U)$, $(D)$, $(M)$ and $(P)$ are mutually ill or well-posed. That is, if any single formulation is well-posed, then all others are also well-posed.

It is well known that the primal variational formulation, $(P)$, is well-posed by using Korn’s inequality [12] whenever $Γ_0 \neq ∅$. Hence, the following corollary immediately follows.

**Corollary 2.1.** Let $Γ_0$ be relatively open in $∂Ω$. If $Γ_0 \neq ∅$, then the variational formulations $(S)$, $(U)$, $(D)$, $(M)$ and $(P)$ are well-posed.

3 Variational formulations with broken test spaces

As we will see later, to compute optimal test functions it is necessary to invert the test space Riesz operator which can be an expensive procedure when the test spaces are globally conforming. However, if the test spaces are broken with respect to a mesh, this inversion becomes a local procedure which can be completed independently with respect to each element. Moving to broken tests spaces in a variational formulation comes at the cost of introducing new interface variables along the skeleton of the mesh and therefore involves more unknowns. It can be considered as a way of embedding the original formulation into a larger one. Consistently, this results in well-posed “broken” variational formulations whose solutions correspond to the solutions of the original formulations in a way made precise by Theorem 3.1.

In fact, since $||S|| < ∞$ as $λ \to ∞$, all four initial formulations (but not primal) can be recast in a volumetric locking-free robustly stable form by using the compliance tensor, $S$, instead of the stiffness tensor, $C$. Hence, using (2.5) one can obtain a replacement to (2.9). Namely, $∫_Ω σ : S dΩ - ∫_Ω ∇u : τ dΩ = 0$ for all $τ \in L^2(Ω; S)$. 
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The majority of the material in this section is developed in greater detail in [9]. Here, we repeat some relevant results from this larger theory which will be necessary for our treatment of linear elasticity.

### 3.1 Broken energy spaces

We now assume that the domain \( \Omega \) is partitioned into a mesh of elements, \( \mathcal{T} \), and we assume that each element in the mesh, \( K \in \mathcal{T} \), has a Lipschitz continuous boundary, \( \partial K \), like all polytopal elements do.

A broken energy space is a mesh dependent test space having no continuity constraints across mesh element interfaces. The ones we will be most interested in are defined as

\[
\begin{align*}
L^2(\mathcal{T}) &= \{ u \in L^2(\Omega) \mid \forall K \in \mathcal{T}, u|_K \in L^2(K) \} = L^2(\Omega), \\
H^1(\mathcal{T}) &= \{ u \in L^2(\Omega) \mid \forall K \in \mathcal{T}, u|_K \in H^1(K) \}, \\
H(\text{div}, \mathcal{T}) &= \{ \sigma \in L^2(\Omega; M) \mid \forall K \in \mathcal{T}, \sigma|_K \in H(\text{div}, K) \}
\end{align*}
\]

(3.1)

and their respective norms are defined naturally as

\[
\begin{align*}
\| u \|_{L^2(\mathcal{T})} &= \| u \|_{L^2(\Omega)}, \\
\| u \|_{H^1(\mathcal{T})}^2 &= \sum_{K \in \mathcal{T}} \| u|_K \|_{H^1(K)}^2, \\
\| \sigma \|_{H(\text{div}, \mathcal{T})}^2 &= \sum_{K \in \mathcal{T}} \| \sigma|_K \|_{H(\text{div}, K)}^2.
\end{align*}
\]

(3.2)

Similar definitions hold for \( L^2(\mathcal{T}; \mathbb{U}) = L^2(\Omega; \mathbb{U}) \) for each \( \mathbb{U} \subseteq \mathbb{M} \) that we have previously considered.

Note that these broken spaces are essentially copies of the underlying energy space at the local element level. As such, it is easier to construct a discretization for them than their “unbroken” counterparts because the requirement for global conformity of the basis functions at the interelement boundaries has been removed.

**Remark 3.1.** One can easily see that the broken energy norms are legitimate due to the fact that the underlying norm is *localizable*. That is, it is a map dependent on some open subset \( K \subseteq \Omega \), which is a well-defined norm for any \( K \subseteq \Omega \). Indeed, \( \| \cdot \|_{H^1(K)}, \| \cdot \|_{H(\text{div}, K)} \) and \( \| \cdot \|_{L^2(K)} \) are norms for any \( K \subseteq \Omega \). An important limitation to this construction is the \( H^1(K) \) seminorm on the space \( H^1_0(\Omega) \) for \( \Gamma_0 \neq \emptyset \), which cannot be extended in the same way. In fact, \( \| \cdot \|_{H^1(K)} = \int_K |\nabla (\cdot)\|^2 dK \) is a norm for \( K = \Omega \), but is not a norm if \( K \subseteq \Omega \) satisfies that \( \text{dist}(K, \partial \Omega) > 0 \). Of course, one is free to choose problem dependent norms for the test spaces (such as graph norms), and it can be extremely advantageous to do so, but for simplicity, we do not motivate any exotic norms in this work.

### 3.2 Interface spaces

The interface variables to be introduced lie in interface spaces induced by well-known surjective local element trace operators defined as

\[
\begin{align*}
\text{tr}_{\text{grad}}^K : H^1(K) &\rightarrow H^{rac{1}{2}}(\partial K), \\
\text{tr}_{\text{div}}^K : H(\text{div}, K) &\rightarrow H^{-rac{1}{2}}(\partial K), \\
\text{tr}_{\text{grad}}^K u &= u|_{\partial K}, \\
\text{tr}_{\text{div}}^K \sigma &= \sigma|_{\partial K \cdot n_{\partial K}}.
\end{align*}
\]

(3.3)
Here, \( n_{\partial K} \) denotes the unit outward normal on \( \partial K \) and the contraction \( \sigma|_{\partial K} \cdot n_{\partial K} \) is considered along the second index (i.e., row-wise). The local trace operators are continuous and the spaces \( H^{\frac{1}{2}}(\partial K) \) and \( H^{-\frac{1}{2}}(\partial K) \) are (topologically) dual to each other when they are suited with minimum energy extension norms.

The next step is to determine the mesh trace operators, which are defined as

\[
\begin{align*}
\text{tr}_{\text{grad}} : H^1(\mathcal{T}) &\to \prod_{K \in \mathcal{T}} H^{\frac{1}{2}}(\partial K), & \text{tr}_{\text{grad}} u &= \prod_{K \in \mathcal{T}} \text{tr}^K_{\text{grad}} u, \\
\text{tr}_{\text{div}} : H(\text{div}, \mathcal{T}) &\to \prod_{K \in \mathcal{T}} H^{-\frac{1}{2}}(\partial K), & \text{tr}_{\text{div}} \sigma &= \prod_{K \in \mathcal{T}} \text{tr}^K_{\text{div}} \sigma.
\end{align*}
\]

From these, we inherit the relevant interface spaces,

\[
\begin{align*}
H^{\frac{1}{2}}(\partial \mathcal{T}) &= \text{tr}_{\text{grad}}(H^1(\Omega)), & H^{\frac{1}{2}}_\Gamma_0(\partial \mathcal{T}) &= \text{tr}_{\text{grad}}(H^1_\Gamma_0(\Omega)) \subseteq H^{\frac{1}{2}}(\partial \mathcal{T}), \\
H^{-\frac{1}{2}}(\partial \mathcal{T}) &= \text{tr}_{\text{div}}(H(\text{div}, \mathcal{T})), & H^{-\frac{1}{2}}_\Gamma_1(\partial \mathcal{T}) &= \text{tr}_{\text{div}}(H(\text{div}_\Gamma_1(\Omega)) \subseteq H^{-\frac{1}{2}}(\partial \mathcal{T}),
\end{align*}
\]

which are endowed with the minimum energy extension norms of \( H^1(\Omega) \) and \( H(\text{div}, \Omega) \) respectively. In [9] these norms are importantly shown to be equal to

\[
\begin{align*}
\|\hat{u}\|_{H^{\frac{1}{2}}(\partial \mathcal{T})} &= \sup_{\sigma \in H(\text{div}, \mathcal{T}) \setminus \{0\}} \frac{|\langle \hat{u}, \text{tr}_{\text{div}} \sigma \rangle_{\partial \mathcal{T}}||\sigma||_{H(\text{div}, \mathcal{T})}}, \\
\|\hat{\sigma}\|_{H^{-\frac{1}{2}}(\partial \mathcal{T})} &= \sup_{u \in H^1(\mathcal{T}) \setminus \{0\}} \frac{|\langle \hat{\sigma}, \text{tr}_{\text{grad}} u \rangle_{\partial \mathcal{T}}|\|u\|_{H^1(\mathcal{T})}},
\end{align*}
\]

for all \( \hat{u} \in H^{\frac{1}{2}}(\partial \mathcal{T}) \) and \( \hat{\sigma} \in H^{-\frac{1}{2}}(\partial \mathcal{T}) \). Here,

\[
\langle \cdot, \cdot \rangle_{\partial \mathcal{T}} = \sum_{K \in \mathcal{T}} \langle \cdot, \cdot \rangle_{\partial K}, \tag{3.7}
\]

with \( \langle \cdot, \cdot \rangle_{\partial K} \) being the duality pairing \( \langle \cdot, \cdot \rangle_{H^{\frac{1}{2}}(\partial K) \times H^{-\frac{1}{2}}(\partial K)} \) or \( \langle \cdot, \cdot \rangle_{H^{-\frac{1}{2}}(\partial K) \times H^{\frac{1}{2}}(\partial K)} \) depending upon the context.

Notice that \( H^{\frac{1}{2}}(\partial \mathcal{T}) = \text{tr}_{\text{grad}}(H^1(\Omega)) \not\subseteq \text{tr}_{\text{grad}}(H^1(\mathcal{T})) \). Indeed, elements in \( \text{tr}_{\text{grad}}(H^1(\mathcal{T})) \) intuitively may have different values at the two sides of the inner facets of the mesh. Similar assertions hold for \( H^{-\frac{1}{2}}(\partial \mathcal{T}) \not\subseteq \text{tr}_{\text{div}}(H(\text{div}, \mathcal{T})) \). These observations are confirmed with aid of the following remark and lemma.

**Remark 3.2.** Let \( \mathcal{G} \) be the set containing all the unrepeated facets of the elements of the mesh. Facets can be in the interior of the mesh in which case they are shared by two elements alone, say \( K^+ \) and \( K^- \), inducing opposite normal vectors \( n^+ \) and \( n^- = -n^+ \), or they can be on the exterior in which case they are part of a single element \( K^+ \) and have a unique outward normal \( n^+ \). For each facet \( F \in \mathcal{G} \) a normal is selected and fixed. Thus, for interior facets a normal is chosen between \( n^+ \) and \( n^- \), say \( n^+ \) is always chosen, while for exterior facets we can only choose \( n^+ \). For any \( v \in H^1(\mathcal{T}) \) and \( \tau \in H(\text{div}, \mathcal{T}) \), define \( v^\pm = v|_{K^\pm} \)
and \( \tau^\pm = \tau|_{K^\pm} \) with \( v^- = 0 \) and \( \tau^- = 0 \) whenever the facet is on the boundary. Then, the facet traces are \( \text{tr}^F_{\text{grad}} v = v^+|_F \) and \( \text{tr}^F_{\text{div}} \tau = \tau^+|_F \cdot n^+ \), while the facet jumps are \( [\text{tr}^F_{\text{grad}} v] = v^+|_F - v^-|_F \) and \( [\text{tr}^F_{\text{div}} \tau] = (\tau^+|_F - \tau^-|_F) \cdot n^+ \). With these conventions, observe that

\[
\begin{align*}
\langle \text{tr}_{\text{div}} \tau, \text{tr}_{\text{grad}} v \rangle_{\partial T} &= \sum_{F \in G} \langle \text{tr}^F_{\text{div}} \tau, [\text{tr}^F_{\text{grad}} v] \rangle_F, \quad \text{for} \quad \tau \in H(\text{div}, \Omega), \ v \in H^1(\mathcal{T}), \\
\langle \text{tr}_{\text{grad}} v, \text{tr}_{\text{div}} \tau \rangle_{\partial T} &= \sum_{F \in G} \langle \text{tr}^F_{\text{grad}} v, [\text{tr}^F_{\text{div}} \tau] \rangle_F, \quad \text{for} \quad v \in H^1(\Omega), \ \tau \in H(\text{div}, \mathcal{T}),
\end{align*}
\]

where \( \langle \cdot, \cdot \rangle_F \) is the duality pairing \( \langle \cdot, \cdot \rangle_{H^{1/2}(F) \times H^{-1/2}(F)} \) or \( \langle \cdot, \cdot \rangle_{H^{-1/2}(F) \times H^{1/2}(F)} \) depending upon the context. Therefore, \( \langle \cdot, \cdot \rangle_{\partial T} \) can be interpreted as the sum against all jumps across element interfaces. One would expect that if \( \langle \cdot, \cdot \rangle_{\partial T} \) vanishes for a given broken trial function and many test functions, then all jumps are zero and the trial function is single-valued and lies in the underlying unbroken space. Indeed, this is the content of the following lemma, which is proved in Appendix A.

**Lemma 3.1.** Let \( \Gamma_0 \) and \( \Gamma_1 \) be relatively open subsets in \( \partial \Omega \) satisfying \( \overline{\Gamma_0 \cup \Gamma_1} = \partial \Omega \) and \( \Gamma_0 \cap \Gamma_1 = \emptyset \).

(i) Let \( v \in H^1(\mathcal{T}) \). Then \( v \in H^1_{\Gamma_0}(\Omega) \) if and only if \( \langle \tilde{\tau}_n, \text{tr}_{\text{grad}} v \rangle_{\partial T} = 0 \) for all \( \tilde{\tau}_n \in H^{-1/2}_{\Gamma_1}(\partial \mathcal{T}) \).

(ii) Let \( \tau \in H(\text{div}, \mathcal{T}) \). Then \( \tau \in H_{\Gamma_1}(\text{div}, \Omega) \) if and only if \( \langle \tilde{\hat{u}}, \text{tr}_{\text{div}} \tau \rangle_{\partial T} = 0 \) for all \( \tilde{\hat{u}} \in H^{1/2}_{\Gamma_0}(\partial \mathcal{T}) \).

### 3.3 Broken variational formulations

Variational formulations on broken test spaces can be derived from accumulating all of the contributions coming from element-wise integration across the mesh. Throughout this section, we assume homogeneous displacement and traction boundary conditions, \( u_0 = 0 \) on \( \Gamma_0 \) and \( g = 0 \) on \( \Gamma_1 \). Moreover, we use the notation

\[
(\cdot, \cdot)_{\mathcal{T}} = \sum_{K \in \mathcal{T}} (\cdot, \cdot)_K,
\]

where for any \( K \subseteq \Omega \), \( (\cdot, \cdot)_K \) is either \( (u, v)_K = \int_K u \cdot v \, dK \) if \( u, v \in L^2(K) \), or \( (\sigma, \tau)_K = \int_K \sigma : \tau \, dK \) if \( \sigma, \tau \in L^2(K; \mathbb{M}) \).

We proceed as in Section 2.3. Formally integrating over each element instead of the whole domain, we obtain each of the first order equations in (2.4) in unrelaxed and relaxed variational forms with similar modifications to avoid discretizing the space \( H(\text{div}, K; \mathbb{S}) \).

Choosing to avoid integration by parts, we can express the equations of linear elasticity as

\[
\begin{align*}
\text{Find } u &\in H^1_{\Gamma_0}(\Omega), \ \sigma \in H_{\Gamma_1}(\text{div}, \Omega), \ \text{such that for each } K \in \mathcal{T}, \\
(\sigma, \tau)_K - (C : \nabla u, \tau)_K &= 0, \quad \text{for all } \tau \in L^2(K; \mathbb{S}), \\
-(\text{div } \sigma, v)_K &= (f, v)_K, \quad \text{for all } v \in L^2(K), \\
(\sigma, w)_K &= 0, \quad \text{for all } w \in L^2(K; \mathbb{A}).
\end{align*}
\]
Therefore, immediately accumulating all of the single element contributions yields the first broken formulation.

\[ (\mathcal{S}_T) \text{ Strong formulation} \]

\[
\left\{ \begin{array}{l}
\text{Find } u \in H_{\Gamma_0}^{1}(\Omega), \, \sigma \in H_{\Gamma_1}(\text{div}, \Omega), \\
(\sigma, \tau)_T - (C : \nabla u, \tau)_T = 0, \quad \text{for all } \tau \in L^2(\mathcal{T}; S) = L^2(\Omega; S), \\
- (\text{div} \sigma, v)_T = (f, v)_T, \quad \text{for all } v \in L^2(\mathcal{T}) = L^2(\Omega), \\
(\sigma, w)_T = 0, \quad \text{for all } w \in L^2(\mathcal{T}; \mathbb{A}) = L^2(\Omega; \mathbb{A}).
\end{array} \right. \tag{3.10}
\]

Observe that this formulation is equivalent to the original strong formulation in (2.12).

Meanwhile, choosing to integrate by parts both of the equations, we obtain expressions akin to (2.8) and (2.11), which our solution variable ostensibly satisfies,

\[
\left\{ \begin{array}{l}
(\mathcal{S} : \sigma, \tau)_T + (\omega, \tau)_T + (u, \text{div} \tau)_T - \langle \text{tr}_{\text{grad}} u, \text{tr}_{\text{div}} \tau \rangle_{\partial \mathcal{T}} = 0, \quad \text{for all } \tau \in H_{\Gamma_1}(\text{div}, \mathcal{T}), \\
(\sigma, \nabla v)_T - \langle \text{tr}_{\text{div}} \sigma, \text{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}} = (f, v)_T, \quad \text{for all } v \in H_{\Gamma_0}^1(\mathcal{T}).
\end{array} \right. \tag{3.11}
\]

Here, the legitimacy of \(\text{tr}_{\text{grad}} u\) and \(\text{tr}_{\text{div}} \sigma\) is not yet guaranteed as we have not specified the energy spaces for the trial variables.

Previously, in (3.10), the notation \((\cdot, \cdot)_T\) was awkward and we could have easily replaced this sum of element-wise inner products with \((\cdot, \cdot)_\Omega\). In the new expressions in (3.11), we insist on the notation \((\cdot, \cdot)_T\) as the divergence and gradient operations, div and \(\nabla\), are only defined acting upon the broken test space within element boundaries, not over the entire domain, \(\Omega\).

For the time being, let us reconsider testing only against \(v_0 \in H_{\Gamma_0}^{1}(\Omega)\) and \(\tau_0 \in H_{\Gamma_1}(\text{div}, \Omega)\) which come only from subsets of the broken test spaces. In this case, the boundary terms \(\langle \text{tr}_{\text{grad}} u, \text{tr}_{\text{div}} \tau \rangle_{\partial \mathcal{T}}\) and \(\langle \text{tr}_{\text{div}} \sigma, \text{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}}\) in (3.11) are inclined to vanish if we recall Lemma 3.1. If this were so, we would then actually recover the original equations of the ultraweak variational formulation in (2.13),

\[
\left\{ \begin{array}{l}
(\mathcal{S} : \sigma, \tau_0)_T + (\omega, \tau_0)_T + (u, \text{div} \tau_0)_T = 0, \quad \text{for all } \tau_0 \in H_{\Gamma_1}(\text{div}, \Omega), \\
(\sigma, \nabla v_0)_T = (f, v_0)_T, \quad \text{for all } v_0 \in H_{\Gamma_0}^1(\Omega).
\end{array} \right. \tag{3.12}
\]

Observing only (3.12), we are motivated to search for the trial variables \(u \in L^2(\Omega), \sigma \in L^2(\Omega; S)\) and \(\omega \in L^2(\Omega; \mathbb{A})\) as was done in the original well-posed formulation. However, with that assumption, the discarded terms \(\langle \text{tr}_{\text{grad}} u, \text{tr}_{\text{div}} \tau \rangle_{\partial \mathcal{T}}\) and \(\langle \text{tr}_{\text{div}} \sigma, \text{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}}\) from (3.11) would not be well-defined and Lemma 3.1 would not apply to them. To deal with this complication, we introduce new variables to solve a complementary problem

\[
\left\{ \begin{array}{l}
\text{Let } u_0 \in L^2(\Omega), \, \sigma_0 \in L^2(\Omega; S) \text{ and } \omega_0 \in L^2(\Omega; \mathbb{A}) \text{ be the unique solution to (3.12).} \\
\text{Find } \hat{u} \in H_{\Gamma_0}^{1}(\partial \mathcal{T}), \, \hat{\sigma}_n \in H_{\Gamma_1}^{1/2}(\partial \mathcal{T}), \\
\langle \hat{u}, \text{tr}_{\text{div}} \tau \rangle_{\partial \mathcal{T}} = (\mathcal{S} : \sigma_0, \tau)_T + (\omega_0, \tau)_T + (u_0, \text{div} \tau)_T, \quad \text{for all } \tau \in H_{\Gamma_1}(\text{div}, \mathcal{T}), \\
\langle \hat{\sigma}_n, \text{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}} = (\sigma_0, \nabla v)_T - (f, v)_T, \quad \text{for all } v \in H_{\Gamma_0}^1(\mathcal{T}).
\end{array} \right. \tag{3.13}
\]
We are now left with two problems to solve, (3.12) and (3.13), but fortunately these can be expressed as one single problem posed simultaneously.

\begin{align*}
\text{\textbf{(U)}- Ultraweak formulation} \\
\begin{cases}
\text{Find } u \in L^2(\Omega), \sigma \in L^2(\Omega; S), \omega \in L^2(\Omega; \Lambda), \hat{u} \in H^\frac{1}{2}_{\Gamma_0}(\partial \Omega), \hat{\sigma}_n \in H^{-\frac{1}{2}}_{\Gamma_1}(\partial \Omega), \\
(S : \sigma, \tau)_\Omega + (\omega, \tau)_\Omega + (u, \text{div } \tau)_\Omega - \langle \hat{u}, \text{tr}_\text{div} \tau \rangle_{\partial \Omega} = 0, \quad \text{for all } \tau \in H^\frac{1}{2}_{\Gamma_1}(\text{div}; \Omega), \\
(\sigma, \nabla v)_\Omega - \langle \hat{\sigma}_n, \text{tr}_\text{grad} v \rangle_{\partial \Omega} = (f, v)_\Omega, \quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{cases}
\end{align*}

A similar process renders the rest of the broken variational formulations.

\begin{align*}
\text{\textbf{(\mathcal{D})- Dual Mixed formulation}} \\
\begin{cases}
\text{Find } u \in H^1_{\Gamma_0}(\Omega), \sigma \in L^2(\Omega; S), \hat{\sigma}_n \in H^{\frac{1}{2}}_{\Gamma_1}(\partial \Omega), \\
(\sigma, \tau)_\Omega - (C : \nabla u, \tau)_\Omega = 0, \quad \text{for all } \tau \in L^2(\Omega; S) = L^2(\Omega; S), \\
(\sigma, \nabla v)_\Omega - \langle \hat{\sigma}_n, \text{tr}_\text{grad} v \rangle_{\partial \Omega} = (f, v)_\Omega, \quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{cases}
\end{align*}

\begin{align*}
\text{\textbf{(M)}- Mixed formulation} \\
\begin{cases}
\text{Find } u \in L^2(\Omega), \sigma \in H^1_{\Gamma_1}(\text{div}; \Omega), \omega \in L^2(\Omega; \Lambda), \hat{u} \in H^\frac{1}{2}_{\Gamma_0}(\partial \Omega), \\
(S : \sigma, \tau)_\Omega + (\omega, \tau)_\Omega + (u, \text{div } \tau)_\Omega - \langle \hat{u}, \text{tr}_\text{div} \tau \rangle_{\partial \Omega} = 0, \quad \text{for all } \tau \in H^1_{\Gamma_1}(\text{div}; \Omega), \\
-(\text{div } \sigma, v)_\Omega = (f, v)_\Omega, \quad \text{for all } v \in L^2(\Omega; S) = L^2(\Omega; S), \\
(\sigma, w)_\Omega = 0, \quad \text{for all } w \in L^2(\Omega; \Lambda) = L^2(\Omega; \Lambda).
\end{cases}
\end{align*}

\begin{align*}
\text{\textbf{(\mathcal{P})- Primal formulation}} \\
\begin{cases}
\text{Find } u \in H^1_{\Gamma_0}(\Omega), \hat{\sigma}_n \in H^{-\frac{1}{2}}_{\Gamma_1}(\partial \Omega), \\
(C : \nabla u, \nabla v)_\Omega - \langle \hat{\sigma}_n, \text{tr}_\text{grad} v \rangle_{\partial \Omega} = (f, v)_\Omega, \quad \text{for all } v \in H^1_{\Gamma_0}(\Omega).
\end{cases}
\end{align*}

The philosophy we advocate for is to consider the original problem with unbroken test spaces as being embedded into a larger problem having a larger broken test space. This section closes by demonstrating more formally that these new broken variational formulations are indeed well-posed problems and that the solution variables \( u \) and \( \sigma \) do agree with the solutions of the original unbroken formulations.

### 3.4 Well-posedness of broken variational formulations

To show that the formulations proposed in Section 3.3 are well-posed we will make use of the following theorem. The interested reader can inspect the proof in [9, Theorem 3.1].

**Theorem 3.1.** Let \( U_0, \hat{U} \) and \( V \) be Hilbert spaces over a fixed field \( F \in \{\mathbb{R}, \mathbb{C}\} \). Let \( \ell : V \to F \) be a continuous linear form, and let \( b_0 : U_0 \times V \to F \) and \( b : \hat{U} \times V \to F \) be continuous bilinear forms if \( F = \mathbb{R} \), ...
or sesquilinear forms if $\mathbb{F} = \mathbb{C}$. With $U = U_0 \times \hat{U}$ and $\| \cdot \|_U^2 = \| \cdot \|_{U_0}^2 + \| \cdot \|_{\hat{U}}^2$, define $b : U \times V \to \mathbb{F}$ for all $(u_0, \hat{u}) \in U$ and $v \in V$ by
\[
b((u_0, \hat{u}), v) = b_0(u_0, v) + \hat{b}(\hat{u}, v),
\]
and let
\[
V_0 = \{ v \in V \mid \hat{b}(\hat{u}, v) = 0 \text{ for all } \hat{u} \in \hat{U} \}.
\]
Assume:
\begin{enumerate}[(γ₀)]
\item There exists $\gamma_0 > 0$ such that for all $u_0 \in U_0$,
\[
\sup_{v_0 \in V_0 \setminus \{0\}} \frac{|b_0(u_0, v_0)|}{\|v_0\|_V} \geq \gamma_0 \|u_0\|_V.
\]
\item There exists $\hat{\gamma} > 0$ such that for all $\hat{u} \in \hat{U}$,
\[
\sup_{v \in V \setminus \{0\}} \frac{|\hat{b}(\hat{u}, v)|}{\|v\|_V} \geq \hat{\gamma} \|\hat{u}\|_{\hat{V}}.
\]
\end{enumerate}
Then:
\begin{enumerate}[(γ)]
\item There exists $\gamma = (\frac{1}{\gamma_0} + \frac{1}{\hat{\gamma}}(\frac{M_0}{\gamma_0} + 1))^{-\frac{1}{2}} > 0$ such that for all $(u_0, \hat{u}) \in U$,
\[
\sup_{v \in V \setminus \{0\}} \frac{|b((u_0, \hat{u}), v)|}{\|v\|_V} \geq \gamma \|(u_0, \hat{u})\|_U,
\]
where $M_0 \geq \|b_0\| = \sup_{(u_0, v) \in U_0 \times V \setminus \{(0,0)\}} \frac{|b_0(u_0, v)|}{\|u_0\|_U \|v\|_V}$.
\end{enumerate}
Moreover, if $\ell$ satisfies the compatibility condition,
\[
\ell(v) = 0 \text{ for all } v \in V_0,'
\]
where
\[
V_0 = \{ v_0 \in V_0 \mid b_0(u_0, v_0) = 0 \text{ for all } u_0 \in U_0 \},
\]
which is always true if $V_0 = \{0\}$, then the problem
\[
\begin{cases}
\text{Find } (u_0, \hat{u}) \in U, \\
b((u_0, \hat{u}), v) = \ell(v), \text{ for all } v \in V,
\end{cases}
\]
has a unique solution $(u_0, \hat{u})$ satisfying the estimate
\[
\|(u_0, \hat{u})\|_U \leq \frac{1}{\gamma} \|\ell\|_{V'}. 
\]
Furthermore, the component $u_0$ from the unique solution is also the unique solution to the problem
\[
\begin{cases}
\text{Find } u_0 \in U_0, \\
b_0(u_0, v_0) = \ell(v_0), \text{ for all } v_0 \in V_0.
\end{cases}
\]
In the theorem above, we interpret $U_0$ to be the space of field solution variables (from the original unbroken formulation) and $\hat{U}$ to be the space of interface variables. Indeed, $b_0$ is the bilinear form from the original problem, while $\hat{b}$ is the contribution from the interface variables. For instance, the primal formulation in (3.17),

$$b((u, \hat{\sigma}_n), v) = (\mathcal{C} : \nabla u, \nabla v)_T - (\hat{\sigma}_n, \text{tr}_{\partial T} \nabla v)_\partial T,$$

is decomposed into $b_0(u, v) + \hat{b}(\hat{\sigma}_n, v)$ by

$$b_0(u, v) = (\mathcal{C} : \nabla u, \nabla v)_T, \quad \hat{b}(\hat{\sigma}_n, v) = -\langle \hat{\sigma}_n, \text{tr}_{\partial T} \nabla v \rangle_{\partial T}.$$

Next, observe that by Lemma 3.1(i),

$$V_0 = \{ v \in H^{1}_{\Gamma_0}(T) \mid \langle \hat{\sigma}_n, \text{tr}_{\partial T} \nabla v \rangle_{\partial T} = 0 \text{ for all } \hat{\sigma}_n \in H^{-\frac{3}{2}}_{\Gamma_1}(\partial T) \} = H^{1}_{\Gamma_0}(\Omega).$$

Moreover, we immediately satisfy ($\hat{\gamma}$) with $\hat{\gamma} = 1$ by use of identity (3.6),

$$\|\hat{\sigma}_n\|^{H^{-\frac{3}{2}}_{\Gamma_1}(\partial T)} = \sup_{v \in H^1(T) \setminus \{0\}} \frac{|\langle \hat{\sigma}_n, \text{tr}_{\partial T} \nabla v \rangle_{\partial T}|}{\|v\|^{H^1(T)}}.$$

Furthermore, whenever $\Gamma_0 \neq \emptyset$, we satisfy ($\gamma_0$) by Corollary 2.1, while

$$V_{00} = \{ v \in H^1_{\Gamma_0}(\Omega) \mid (C : \nabla u, \nabla v)_T = 0 \text{ for all } u \in H^1_{\Gamma_0}(\Omega) \} = \{ v \in H^1_{\Gamma_0}(\Omega) \mid \nabla v = 0 \} = \{0\}.$$

Hence, by Theorem 3.1, we have guaranteed existence and uniqueness of a solution in the broken primal formulation, ($\mathcal{P}_T$).

**Corollary 3.1.** Let $\Gamma_0$ be relatively open in $\partial \Omega$. If $\Gamma_0 \neq \emptyset$, then the broken variational formulations ($\mathcal{S}_T$), ($\mathcal{U}_T$), ($\mathcal{D}_T$), ($\mathcal{M}_T$) and ($\mathcal{P}_T$) are well-posed.

**Proof:** Continue as with the primal formulation in each of the other cases. In general, use Lemma 3.1 to define $V_0$ in concrete terms, and make use of the identities in (3.6) to satisfy ($\hat{\gamma}$). The satisfaction of ($\gamma_0$) follows from Corollary 2.1, while a simple calculation yields that $\ell|_{V_{00}} = 0$ in all cases. Finally, using Theorem 3.1, one concludes that there exists a unique solution for each broken formulation, meaning they are all well-posed.

### 4 Minimum residual methods

#### 4.1 Optimal stability

We consider a general variational formulation. Let $U$ and $V$ be Hilbert spaces over a fixed field $\mathbb{F} \in \{\mathbb{R}, \mathbb{C}\}$. If $\mathbb{F} = \mathbb{R}$ (or $\mathbb{C}$), allow $b : U \times V \rightarrow \mathbb{F}$ to be a bilinear (or sesquilinear) form and $\ell \in V'$ a continuous linear form. We are interested in the abstract variational problem

$$\begin{cases}
\text{Find } u \in U, \\
b(u, v) = \ell(v), \quad \text{for all } v \in V,
\end{cases} \quad (4.1)$$
which we assume to be well-posed. As demonstrated in the previous two sections, for a single linear elasticity problem, we have plenty of candidates for the forms $b$ and $\ell$.

If $\mathbb{F} = \mathbb{R}$ (or $\mathbb{C}$), observe that the bilinear (or sesquilinear) form, $b$, uniquely defines a continuous linear (or antilinear) operator $B : U \to V'$ such that $\langle Bu, v \rangle_{V' \times V} = b(u, v)$. Therefore (4.1) may be reinterpreted as the operator equation

$$\begin{cases} 
\text{Find } u \in U, \\
Bu = \ell.
\end{cases} 
(4.2)$$

Let $U_h \subseteq U$ be the trial space we have chosen to represent our solution with. Then, out of all elements of $U_h$ it is desirable to find the best solution to the given problem. To this end, we seek to find the solution to the following minimization problem on the residual,

$$u_h = \arg\min_{u \in U_h} \| Bu - \ell \|_{V'}^2. 
(4.3)$$

Solving this equation will give us a best approximation (dependent on the norm $\| \cdot \|_V$) to the solution of (4.1) in our truncated energy space $U_h$. Vanishing of the first variation at the minimizer implies that it satisfies the variational equation

$$\langle Bu_h - \ell, B\delta u \rangle_{V'} = 0, \quad \text{for all } \delta u \in U_h. 
(4.4)$$

At this point we are left with an inner product in a dual space which does not lend itself easily to computation. However, we can transform this equation to that of an inner product over $V$ by recalling the Riesz map, $R_V : V \to V'$. Indeed, the Riesz representation theorem guarantees the unique existence of such a linear isometric isomorphism, $R_V$, which satisfies the equation

$$\langle R_V v, \delta v \rangle_{V' \times V} = (v, \delta v)_V, \quad \text{for all } v, \delta v \in V. 
(4.5)$$

Using the identity above, we may rewrite (4.4) as

$$\langle R_V^{-1}(Bu_h - \ell), R_V^{-1}B\delta u \rangle_{V'} = 0, \quad \text{for all } \delta u \in U_h. 
(4.6)$$

This is called the normal equation, while (4.4) is called the dual normal equation.

Defining the error representation function, $\psi = R_V^{-1}(Bu_h - \ell) \in V$, the same problem is written as

$$\begin{cases} 
\text{Find } u_h \in U_h, \psi \in V, \\
-(\psi, v)_V + b(u_h, v) = \ell(v), \quad \text{for all } v \in V, \\
b(\delta u, \psi) = 0, \quad \text{for all } \delta u \in U_h,
\end{cases} 
(4.7)$$

where the first equation corresponds to the definition of $\psi$ in the form $R_V \psi = Bu_h - \ell$, which is precisely the residual, and the second equation is the normal equation, (4.6), rewritten.

Alternatively, writing $\delta v = R_V^{-1}B\delta u$ in (4.6) yields the problem

$$\begin{cases} 
\text{Find } u_h \in U_h, \\
b(u_h, \delta v) = \ell(\delta v), \quad \text{for all } \delta v \in V^{opt},
\end{cases} 
(4.8)$$
where we define the optimal test space, \( V_{opt} = R^{-1}_V B U_h \), which obviously satisfies \( \dim(V_{opt}) = \dim(U_h) \). With these discrete trial and test spaces, it can be shown the stability properties of the original problem are reproduced in the sense that

\[
\inf_{u \in U \setminus \{0\}} \sup_{v \in V \setminus \{0\}} \frac{|b(u, v)|}{\|u\|_U \|v\|_V} = \inf_{u \in U_h \setminus \{0\}} \sup_{v \in V_{opt} \setminus \{0\}} \frac{|b(u, v)|}{\|u\|_U \|v\|_V},
\]

and for this reason the discrete problem is said to have optimal stability.

Clearly (4.6), (4.7) and (4.8) are equivalent. They differ only in their interpretation.

### 4.2 The DPG method

In general, neither (4.6), (4.7) nor (4.8) are amenable to computation, because in practice we cannot test with infinite \( v \in V \) to invert the Riesz map exactly. For this reason we must seek an approximate solution to them by considering only a truncated, yet large, enriched test space \( V_{enr} \subseteq V \) satisfying \( \dim(V_{enr}) > \dim(U_h) \).

For example, (4.7) becomes

\[
\begin{cases}
\text{Find } u_h \in U_h, \psi_h \in V_{enr}, \\
- \left( \psi_h, v \right)_V + b(u_h, v) = \ell(v), \quad \text{for all } v \in V_{enr}, \\
b(\delta u, \psi_h) = 0, \quad \text{for all } \delta u \in U_h.
\end{cases}
\]

This can be rewritten as a linear system

\[
\begin{pmatrix}
-R_{V_{enr}} & B \\
B^T & 0
\end{pmatrix}
\begin{pmatrix}
\psi_h \\
u_h
\end{pmatrix} =
\begin{pmatrix}
\ell \\
0
\end{pmatrix},
\]

where, naturally,

\[
\langle R_{V_{enr}} v, \delta v \rangle_{V' \times V} = \langle v, \delta v \rangle_V, \quad \text{for all } v, \delta v \in V_{enr},
\]

and \( B^T : V \to U' \) is the transpose of \( B \) defined by \( \langle B^T v, u \rangle_{U' \times U} = b(u, v) = \langle Bu, v \rangle_{V' \times V} \). Static condensation of (4.11) to remove \( \psi_h \) leads to the discrete normal equations,

\[
B^T R_{V_{enr}}^{-1} Bu_h = B^T R_{V_{enr}}^{-1} \ell.
\]

One can similarly attain these equations using (4.8) and testing with the approximate optimal test space \( V_{hopt} = R_{V_{enr}}^{-1} B U_h \), or equivalently using (4.6) by first considering the residual minimization problem

\[
u_h = \arg \min_{u \in U_h} \| Bu - \ell \|_{(V_{enr})}^2.
\]

At this point, one may now observe that solving the discrete normal equations using traditional unbroken test spaces would be ineffective because it involves inverting a large linear system resulting from \( R_{V_{enr}} \). To circumvent this issue, we reformulate the problem with broken test spaces and so allow the inversion calculation of \( R_{V_{enr}} \) to be localized. This gives more efficient (and possibly parallel) computations at the cost of adding more degrees of freedom through extra interface unknowns. Indeed, with broken test spaces,
the normal equations need only be computed element-wise since the matrix representing the Riesz map has an easily invertible diagonal block structure with each block representing an element. The use of broken test spaces coupled with the discrete normal equations aiming to approximate optimal stability properties constitutes the DPG methodology.

**Remark 4.1.** The modus operandi in DPG computations has been to construct trial spaces with polynomial orders inferred from an order \( p \) discrete exact sequence of the first type approximating

\[
H^1 \xrightarrow{\nabla} H(\text{curl}) \xrightarrow{\nabla \times} H(\text{div}) \xrightarrow{\nabla} L^2.
\]

Essentially, when we take order \( p \) polynomials for \( H^1 \) shape functions, we use order \( p - 1 \) polynomials for our \( L^2 \) shape functions. For the \( H(\text{div}) \) shape functions, we use order \( p \) polynomials whose normal trace is of order \( p - 1 \) on each face. For the traces, we inspect the trace operators and choose to use \( p \) order polynomials for the \( H^{-\frac{1}{2}} \) variables and \( p - 1 \) order polynomials for the \( H^{-\frac{3}{2}} \) variables. To construct the enriched test space \( V^{\text{enr}} \), it has become customary to choose a uniform \( p \) enrichment over the order taken by the trial space variables. Denoting the enrichment order \( d_p \), we choose \( p + d_p \) order test functions.

**Remark 4.2.** A natural question is whether the approximate optimal test space, \( V^{\text{opt}}_h \) is an accurate representation of \( V^{\text{opt}} \) for a given enrichment, \( d_p \). Or, similarly, whether the solution of (4.13) is sufficiently close to the solution of (4.6). A means of analysis of this question has been presented in the context of Fortin operators in [25, 9, 29] and so far, several different problems have been studied. In fact, through this analysis for linear elasticity in the ultraweak setting with isotropic materials, a very practical \( d_p \leq 3 \) has been shown to be sufficient for optimal convergence rates in 3D computations [25]. For us to include a similar account for each variational formulation we consider here would be substantially distracting. In our work, just \( d_p = 1 \) was sufficient for all computations.

**Remark 4.3.** Solving the saddle point problem, (4.10), outright, also has some benefits. Indeed this system, albeit larger than the discrete normal equations, can be solved with standard finite elements due to its symmetric functional setting with \( U_h \times V^{\text{enr}} \) used for both trial and test spaces. This approach has been explored in [15, 13].

### 4.3 \( L^2 \) test spaces

In this section we abandon any distinction between \( L^2(\Omega) \), \( L^2(\Omega; \mathbb{S}) \) and \( L^2(\Omega; \mathbb{A}) \), and liberally refer to any product of them as simply \( L^2 \). When some of the test variables are in \( L^2 \) it is possible to exploit that \( (L^2)' \cong L^2 \) to avoid, at least to some degree, the discrete inversion of the Riesz map.

The most salient case occurs with the strong formulation, (3.10), where \( V = L^2 \). Here, the first variation, (4.4), which is equivalent to (4.6), (4.7) and (4.8), is written as

\[
\begin{align*}
\left\{ \begin{array}{l}
\text{Find } u_h \in U_h, \\
(Bu_h, B\delta u)_{(L^2)'} = (\ell, B\delta u)_{(L^2)'} \quad \text{for all } \delta u \in U_h.
\end{array} \right.
\end{align*}
\]
In this case the \((L^2)^\prime\) inner product is amenable to computation and is simply the usual \(L^2\) inner product after trivially identifying \(Bu_h, B\delta u\) and \(\ell\) with \(L^2\) functions. Note this immediate identification is precisely the inverse Riesz map, which is otherwise usually nontrivial. This simplified method already exists in the literature and is known as the first order system least squares formulation (FOSLS). Observe that in this case (assuming exact integration) the optimal stability of the original formulation is reproduced exactly due to the exact inversion of the Riesz map, thus avoiding the numerical error that arises when discretizing with an enriched test space, \(V_{enr}\).

When part of the test space is in \(L^2\), such as in (3.15) and (3.16), similar optimizations are also possible, but only in the \(L^2\) part of the test space, where the Riesz map is trivial. This both lowers computational cost and helps to better approach optimal stability. We now present a derivation for those cases in a general setting.

Let \(W\) be a Hilbert space and assume the test space has the form \(V = W \times L^2\) with the Hilbert norm \(\|v\|_{W}^2 = \|v_{L^2}\|^2 + \|v_{L^2}\|^2\). We thereby decompose \(B = B_W \times B_{L^2}\) and \(\ell = \ell_W \times \ell_{L^2}\) and rewrite the normal equation, (4.6), in a decoupled form

\[
(R_{W}^{-1}(B_W u_h - \ell_W), R_{W}^{-1} B_W \delta u)_{W} + (B_{L^2} u_h - \ell_{L^2}, B_{L^2} \delta u)_{(L^2)^\prime} = 0, \quad \text{for all } \delta u \in U_h. \tag{4.15}
\]

After defining \(\psi_W = R_{W}^{-1}(B_W u_h - \ell_W)\) and taking \(\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{W' \times W}\), the duality pairing between \(W\) and \(W'\), (4.15) leads to the system

\[
\begin{cases}
\text{Find } u_h \in U_h, \psi_W \in W, \\
-(\psi_W, w)_W + (B_W u_h, w) = (\ell_W, w), & \text{for all } w \in W, \tag{4.16}
\end{cases}
\]

\[
\langle B_W \delta u, \psi_W \rangle + (B_{L^2} u_h, B_{L^2} \delta u)_{(L^2)^\prime} = (\ell_{L^2}, B_{L^2} \delta u)_{(L^2)^\prime}, \quad \text{for all } \delta u \in U_h.
\]

Alternatively, identifying \(\delta w = R_{W}^{-1} B_W \delta u\) in (4.15) yields

\[
\begin{cases}
\text{Find } u_h \in U_h, \\
\langle B_W u_h, \delta w \rangle + (B_{L^2} u_h, B_{L^2} \delta u)_{(L^2)^\prime} = (\ell_W, \delta w) + (\ell_{L^2}, B_{L^2} \delta u)_{(L^2)^\prime}, & \text{for all } (\delta w, \delta u) \in W_{opt}, \tag{4.17}
\end{cases}
\]

where the optimal graph test space is \(W_{opt} = \{(R_{W}^{-1} B_W \delta u, \delta u) | \delta u \in U_h \} \subseteq W \times U_h\).

**Remark 4.4.** In some other limited scenarios, the optimal test space can be exactly computed a priori [17]. In particular, a symmetric functional setting and a coercive bilinear form which is realized as an inner product on the (trial or test) space minimizing the residual, results in the classic Bubnov-Galerkin method.

### 4.4 Adaptivity

One big advantage of minimal residual methods is that they have a built-in a posteriori error estimator which can be used in an adaptive mesh refinement algorithm. This is because, implicitly, by minimizing the residual we are also minimizing the error in a problem-dependent energy norm,

\[
\| \cdot \|_E = \|B(\cdot)\|_V = \sup_{v \in V \setminus \{0\}} \frac{b(\cdot, v)}{\|v\|_V}.
\]
If \( u \) is the exact solution to the abstract variational problem, (4.1), satisfying \( Bu = \ell \), and \( u_h \) is defined by the minimization of the residual in \( U_h \) as in (4.3), then

\[
\|u - u_h\|_E = \|Bu - Bu_h\|_{V'} = \|Bu_h - \ell\|_{V'},
\]

which is precisely the minimum residual attained by \( u_h \) in (4.3). As a result, if the mesh is refined, then \( U_h \) becomes larger and embedded in the previous trial space, ergo, the minimum residual in (4.3) will then be smaller, so that \( \|u - u_h\|_E \) decreases as well. Hence, provided that the norm in \( V' \) is computed exactly, the residual will always decrease with each successive refinement.

Due to its decreasing behavior, the residual is an ideal a posteriori error estimator as long as it can be expressed as a sum of residual contributions from each element. This allows to detect, via some discrete criterion, which individual elements need to be further refined (see any simple greedy algorithm). Unfortunately, in general, we cannot exactly compute

\[
\|Bu_h - \ell\|_{V'}^2 = \langle Bu_h - \ell, R_{V'}^{-1}(Bu_h - \ell) \rangle_{V' \times V},
\]

due to the nature of the inverse Riesz map. In a discrete setting with a truncation \( V^{res} \subseteq V \), the approximate residual becomes

\[
\|Bu_h - \ell\|_{V^{res}}^2 = \langle Bu_h - \ell, R_{V^{res}}^{-1}(Bu_h - \ell) \rangle_{V' \times V} = (Bu_h - \ell)^T R_{V^{res}}^{-1} (Bu_h - \ell),
\]

where \( Bu_h - \ell \) represents a vector with each component being the duality pairing with a basis element of \( V^{res} \). In general, the approximate residual cannot be expressed as a sum of element contributions. However, the use of broken test spaces allows for a completely localized and parallelizable computation of the element-wise residual contributions. Therefore, the DPG methodology is particularly convenient to implement residual-based adaptive refinement strategies.

**Remark 4.5.** Although we guarantee that the exact residual will always decrease with each successive refinement, this may not happen with the approximate residual which is actually computed. The quality of the approximation is dependent upon the orders used for the enriched test space, \( V^{enr} \), and the truncated residual test space, \( V^{res} \subseteq V \). We remark that the truncation used for the residual computation, \( V^{res} \subseteq V \), can be different from the enriched test space used to solve the discrete problem, \( V^{enr} \subseteq V \). Indeed, choosing a larger and fixed truncation for \( V^{res} \) can improve the accuracy of the a posteriori error estimator, while it also facilitates comparison of the residual computation when solving with different polynomial orders. Again, the cost of making this choice is not greatly affected provided all residual computations are done in parallel.

**Remark 4.6.** In the cases where part of the test space is \( L^2 \), the residual computation can be further simplified by computing the norm of the residual straight from the inner product. As in Section 4.3, consider a test space \( V = W \times L^2 \) and decompositions \( B = B_W \times B_L \) and \( \ell = \ell_W \times \ell_L \). Then the residual is

\[
\|u - u_h\|_E^2 = \langle B_W u_h - \ell_W, R_W^{-1}(B_W u_h - \ell_W) \rangle_{W' \times W} + \langle B_L u_h - \ell_L, B_L u_h - \ell_L \rangle_{(L^2)'},
\]

where the inner products in \( (L^2)' \) can be computed exactly by identifying \( B_L u_h - \ell_L \) with elements of \( L^2 \), while the term involving \( W \) is approximated with a discrete truncation \( W^{res} \subseteq W \) as described before.
5 Numerical experiments

Both $H^1$ and $H(\text{div})$ (as opposed to $H(\text{div}; S)$) are essentially three copies of $H^1$ and $H(\text{div})$ respectively, and similar assertions apply to $L^2$, $L^2(\mathbb{A})$ and $L^2(S)$ which themselves are a number of copies of $L^2$. Seeing these as such, in our computations those spaces were discretized using the arbitrary order conforming shape functions defined in [24]. As previously mentioned, the polynomial orders are naturally determined by a discrete exact sequence of order $p$ and so $H^1$ and $H(\text{div})$ were discretized by specific order $p$ polynomials while $L^2$, $L^2(\mathbb{A})$ and $L^2(S)$ were discretized by order $p - 1$ polynomials (even though the order of the sequence is $p$). Meanwhile, the trace variables in $H^{rac{1}{2}}$ and $H^{-rac{1}{2}}$ were discretized simply by isolating the trace of the $H^1$ and $H(\text{div})$ shape functions which are nonzero at some part of the boundary and so ultimately they were polynomials of order $p$ and $p - 1$ respectively. Chosen in this way, the discrete spaces satisfy polynomial interpolation inequalities and thereby assuming discrete stability of the numerical methods, the typical convergence rates are ensured.

The trial spaces were always discretized from a sequence of order $p$, while the enriched test spaces, $V^{\text{enr}}$, were always discretized from a sequence of order $p + dp$. Here it is notable that $dp = 1$ was sufficient for all of our computations, irrespective of the variational formulation, and so this is value used for all of the results given. Whenever necessary, the residual is calculated with a truncated residual test space, $V^{\text{res}}$, of fixed order $p + dp = 4$ to facilitate comparison.

In what follows, the term DPG strong refers to (3.10). The term DPG primal refers to (3.17), while DPG mixed refers to (3.16). Finally, the term DPG ultraweak refers to (3.14). The formulation in (3.15) is not computed with, because DPG primal essentially fulfills its role. Both DPG strong and DPG mixed are implemented by inverting at least a part of the Riesz map exactly as detailed in Section 4.3.

The residual is $\|B\tilde{u}_h - \ell\|_{V'}$, where $B$ is the operator from a given variational formulation, $\ell$ is the linear functional of the formulation (basically the force $f$), $\tilde{u}_h$ is the computed trial variable (the tuple of unknowns including the trace variables) and $\| \cdot \|_{V'}$ is the norm in the dual test space $V'$. Meanwhile, the relative displacement error is $\|u - u_h\|_{\|u\|}$, where $u$ is the exact displacement and $u_h$ is the computed displacement, and where the norm $\| \cdot \|$ depends on the variational formulation being used ($\| \cdot \|_{H^1}$ with primal and strong formulations and $\| \cdot \|_{L^2}$ with ultraweak and mixed formulations).

The convergence results are always presented in terms the degrees of freedom $N_{\text{dof}}$, instead of the symbolic size of the element $h = O(\sqrt[3]{N_{\text{dof}}})$, because this is a more reasonable metric when using adaptive meshes. Therefore, all expected convergence rates in terms of $h$ should be divided by 3 to get the appropriate rates in terms of $N_{\text{dof}}$ and vice versa.
5.1 Smooth solution

To test all variational formulations we first tackled a problem with a smooth solution. We considered the cubic domain \( \Omega = (0,1)^3 \) and the displacement manufactured solution

\[
u_i(x_1, x_2, x_3) = \sin(\pi x_1) \sin(\pi x_2) \sin(\pi x_3),
\]

where \( i = 1, 2, 3 \). For the stiffness and compliance tensors, \( C \) and \( S \), we considered a simple isotropic material with the nondimensionalized Lamé parameters \( \lambda = \mu = 1 \). This induces manufactured stress \( \sigma \) and force \( f \) defined by the constitutive relation and momentum conservation equations in (2.4). Loaded with this manufactured body force, we considered each variational formulation with the pure displacement boundary conditions \( u_0 = 0 \) (taken from the exact solution).

The convergence of each method is determined by solving successively on a series of uniformly refined meshes where the initial mesh is composed of five tetrahedra. The convergence can be analyzed in terms of the displacement error or of the residual. Since the exact solution is smooth, the expected rate of convergence with respect to \( h \) is precisely \( p \), where \( p \) is the order of the discrete sequence associated to the trial space. In terms of \( N_{\text{dof}} \), the expected rate is \( \frac{p}{3} \).

The results for the relative error are presented in Figure 5.1 for \( p = 1, 2, 3 \) and they are shown for the four previously mentioned DPG formulations alongside the classical Galerkin method given by (2.16). In this case, the convergence rates are precisely as expected for all methods. All DPG methods seem to behave very similarly, while the Galerkin method stands out for using less degrees of freedom (since it involves no trace variables). The results in terms of the residual show a similar behavior and are illustrated in Figure 5.2. Note there are no results for the residual of the classical Galerkin method because we have not implemented a way of calculating it without using broken test spaces.

![Figure 5.1: Relative displacement error as a function of the degrees of freedom after uniform tetrahedral refinements in the cube domain with a smooth solution.](image-url)
5.2 Singular solution

Perhaps a more interesting test is that of a problem with a singular solution. A typical domain to elicit these solutions is the L-shape domain. A careful presentation in [14, §2.21–26] considers a 3D domain under plane strain or averaged plane stress conditions, where in both cases the analysis effectively reduces it to a two dimensional problem. Indeed, the L-shape domain example is prevalent as a 2D singular problem in the literature [36, 5, 26], especially the averaged plane stress case, which is elaborate to reformulate back into 3D [14, §2.26]. For this reason, in this work we consider the plane strain case in 3D.

![L-shape domain](image)

As depicted in Figure 5.3, we considered an L-shape domain composed of three unit cubes and a cylindrical system of coordinates, \((r, \theta, z)\), such that the re-entrant edge passes through the origin and aligns with the \(z\)-axis, while the re-entrant planes align with \(\theta = \pm \frac{3}{4} \pi\).

Using Airy functions (see [36]) one can obtain general expressions for the displacement components in polar coordinates of a homogeneous isotropic elastic body in equilibrium, so that \(- \text{div}(C : \varepsilon(u)) = f = 0\).
These are
\[
\begin{align*}
    u_r(r, \theta) &= \frac{1}{2\mu} r^a \left( -(a + 1) F'(\theta) + (1 - \nu) G'(\theta) \right), \\
    u_\theta(r, \theta) &= \frac{1}{2\mu} r^a \left( -F'(\theta) + (1 - \nu)(a - 1) G(\theta) \right), \\
    u_z(r, \theta) &= 0,
\end{align*}
\]
where \( \nu = \frac{\lambda}{2(\lambda + \mu)} \) is the Poisson’s ratio, \( a \) is a constant, and
\[
\begin{align*}
    F(\theta) &= C_1 \sin((a + 1)\theta) + C_2 \cos((a + 1)\theta) + C_3 \sin((a - 1)\theta) + C_4 \cos((a - 1)\theta), \\
    G(\theta) &= -\frac{4}{a - 1} \left( C_3 \cos((a - 1)\theta) - C_4 \sin((a - 1)\theta) \right).
\end{align*}
\]
The nonzero stresses in polar coordinates satisfying the constitutive relation (and \( \text{div } \sigma = 0 \)) are
\[
\begin{align*}
    \sigma_{rr}(r, \theta) &= r^{a-1} \left( F''(\theta) + (a + 1) F'(\theta) \right), \\
    \sigma_{\theta\theta}(r, \theta) &= a(a + 1) r^{a-1} F(\theta), \\
    \sigma_{r\theta}(r, \theta) &= -a r^{a-1} F'(\theta), \\
    \sigma_{zz}(r, \theta) &= \lambda \text{tr}(\epsilon(u)).
\end{align*}
\]

Next, consider zero displacement boundary conditions at the re-entrant planes meaning that we want \( u_r(r, \pm \frac{3\pi}{4}) = u_\theta(r, \pm \frac{3\pi}{4}) = 0 \). The values of \( C_1, C_2, C_3, C_4 \) and \( a \) are essentially \textit{chosen} to satisfy these boundary conditions. Indeed, choosing \( C_2 = C_4 = 0, C_3 = 1 \) and
\[
C_1 = \frac{\left( 4(1 - \nu) - (a + 1) \right) \sin((a - 1)\frac{3\pi}{4})}{(a + 1) \sin((a + 1)\frac{3\pi}{4})}
\]
guarantees that \( u_r(r, \pm \frac{3\pi}{4}) = 0 \) regardless of the value of \( a \). After making this choice, the condition \( u_\theta(r, \pm \frac{3\pi}{4}) = 0 \) becomes
\[
C_1(a + 1) \cos \left( (a + 1)\frac{3\pi}{4} \right) + \left( 4(1 - \nu) + (a - 1) \right) \cos \left( (a - 1)\frac{3\pi}{4} \right) = 0.
\]

Moreover, since \( \sigma \) has a common factor of \( r^{a-1} \) it follows that \( a > 0 \) is required to have \( \sigma \in L^2(\mathbb{S}) \), which in turn implies \( \sigma \in H(\text{div}; \mathbb{S}) \) in view of the intrinsic expression \( \text{div } \sigma = 0 \). Furthermore, to have an actual singularity in the strains and stresses it is necessary for \( a < 1 \). Hence, \( a \) is chosen to satisfy (5.6), with \( a \in (0, 1) \).

For steel, the Lamé parameters are \( \lambda = 123 \text{ GPa} \) and \( \mu = 79.3 \text{ GPa} \). They yield \( \nu \approx 0.304 \) and a constant \( a \approx 0.5946 \in (0, 1) \). These values are used in our computations. Regarding the boundary conditions, we impose displacement boundary conditions at the re-entrant planes, and stress (traction) boundary conditions at the other faces parallel to the \( z \)-axis. The remaining two faces perpendicular to the \( z \)-axis are equipped with mixed boundary conditions where the displacement is restricted in the normal direction \( (u_z = 0) \) and where the tangential components of the traction vanish.
Remark 5.1. Under averaged plane stress conditions the problem is extremely similar to the plane strain case. The major difference is that the 2D displacements and stresses, $u_r$, $u_\theta$, $\sigma_{rr}$, $\sigma_{r\theta}$, and $\sigma_{\theta\theta}$, are actually averaged quantities over the $z$ direction. To solve the 2D problem for the averages simply consider the same equations as the plane strain case, but ignore $u_z$ and $\sigma_{zz}$, and change $\nu$ to $\nu + \frac{\nu}{1 + \nu}$ in (5.2), (5.4), (5.5) and (5.6) (see [36]). Recovering a 3D solution from the averaged quantities involves several calculations and is described in [14, §2.26].

5.2.1 Uniform refinements

The common factor of the stresses, $r^{a-1}$, actually implies that $\sigma$ is in a space of fractional order $s$, which roughly speaking corresponds to $s = 1 + (a - 1) - \delta = a - \delta$, where $\delta > 0$. Since $a \in (0, 1)$, it follows that under uniform refinements the expected convergence rate with respect to $h$ is approximately $a$, meaning the expected convergence rate with respect to degrees of freedom $N_{dof}$ is $\frac{a}{3} \approx 0.1982$, regardless of the value of $p$.

The uniform refinement results for the four variational formulations are presented in Figure 5.4. As expected, the rates are very close to $\frac{a}{3} \approx 0.1982$ when $p = 2$ and $p = 3$. When $p = 1$, the mixed and ultraweak methods seem to be converging at a higher rate (about 0.33), but this is probably because it has not reached the asymptotic regime where it stabilizes to the expected rate.

5.2.2 Adaptive refinements

To prevent the proliferation of degrees of freedom and to have some form of theoretical background we use anisotropic refinements such that no refinements are done in the $z$ direction, where $u_z = 0$. The residual norms are calculated for each element separately as described in Section 4.4, and the criteria for adaptivity is that those elements with local residual greater than one half of the maximum residual are refined in the directions perpendicular to $z$. With these anisotropic adaptive refinements in place it is possible to apply the
2D results on point singularities from [4], which imply that in the asymptotic limit the expected rate should be equivalent to that coming from a smooth solution. That is, the rate with respect to $N_{dof}$ is expected to approach $\frac{p}{3}$ in the limit.

The problem is solved successively through nine adaptive refinements with all formulations. The results are illustrated in Figure 5.5. For $p = 1$ the rates initially oscillate at around 0.5, which is much better than the expected 0.33. This is a desirable quality, because the preasymptotic rates are faster than the expected rates. Nevertheless, the rate would probably eventually approach the expected rate if more refinements had been taken. Similar assertions hold for $p = 2$ and $p = 3$. It is worth noting that the primal and strong formulations have very similar and consistent behaviors with respect to convergence. On the other hand, for $p = 2$ and $p = 3$, the mixed and ultraweak formulations seem to have a less consistent behavior with adaptive refinements.

The adaptive refinement patterns for each of the different methods under this singular problem is interesting to analyze. Indeed, note that for Figure 5.5 the mixed and ultraweak formulations evidence a greater growth in degrees of freedom with each adaptive step. Figure 5.6 complements this by showing the resulting meshes for each of the methods after five refinements were performed. As can be clearly seen, more elements have been refined with the mixed and ultraweak formulations than with the strong and primal formulations. This is especially evident far from the re-entrant edge (where the singularity lies). There could be many reasons for these refinement patterns, including the nature of the formulation itself and the choice of the test norm. Indeed, the strong and primal formulations have the displacement variable, whose gradient is singular, lying in $H^1$, while the two other formulations have it lying in $L^2$. This could imply that the residual is affected by those gradient terms, which leads to a much more focused pattern of refinements toward the singularity. On the other hand, the choice of test norm is completely fundamental and can have a profound effect on the computations. Here, we chose the standard norms. However, other choice of norms, such as graph norms for the ultraweak formulation, might lead to radically different refinement patterns.
Figure 5.6: The adaptive meshes for each method after five successive refinements. The domains are colored by the displacement magnitude, $|u|$, and warped by a factor of 10.

6 Conclusions

This work was primarily a proof of concept of the DPG methodology in 3D linear elasticity. We presented at least five different variational formulations of linear elasticity. The formulations were exposed in both the traditional “unbroken” setting, and a setting with broken test spaces, which is suitable for the optimal test space DPG methodology to be applied. The proofs of well-posedness in both settings were described. In fact, all the “unbroken” formulations were proved to be mutually well-posed (see Appendix B), while the stability of the broken formulations followed from the unbroken case combined with a new theoretical framework detailed in [9] and carefully applied in this work.

Each of the formulations was numerically implemented using the DPG methodology. In doing so, the applicability of the methodology was evidenced, since it was able to handle a wide array of variational formulations, including those where the test and trial spaces were completely different. Moreover, a natural computation of the residual (in the context of DPG methods) was implemented for use in adaptive refinements. The numerical results were in complete agreement with the theory, and the rates behaved as expected (or better) for different orders $p$ and with both smooth solutions and singular solutions. Interesting results were observed with singular solutions in relation to the adaptive refinement patterns produced by the different formulations.
In this paper, we made little attempt to speculate which formulation is better than the others. The intention was only to show that it is viable to implement the same problem under the same methodology but with very different variational formulations. However, that does not go without saying that some formulations may have strong advantages over others. For example, some formulations are robustly stable in the incompressible limit while others are not. A full comparison among formulations is a possible future endeavour.

The choices for test norms that we made were the standard norms and some future effort would also be appropriate to formulate better norms. In particular, this could produce more desirable refinement patterns from adaptive schemes with the mixed and ultraweak formulations.

Another point of comment is that it is entirely feasible to solve a problem with different, yet compatible, variational formulations (such as the ones described in this work) in adjacent subdomains of the same domain. This is also left for future work.
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A Broken energy spaces: zero-jump lemma

The proof of Lemma 3.1 is presented here.

**Lemma A.1.** Let $\Gamma_0$ and $\Gamma_1$ be relatively open subsets in $\partial \Omega$ satisfying $\Gamma_0 \cup \Gamma_1 = \partial \Omega$ and $\Gamma_0 \cap \Gamma_1 = \emptyset$.

(i) Let $v \in H^1(\mathcal{T})$. Then $v \in H^1_{\Gamma_0}(\Omega)$ if and only if $\langle \hat{\tau}_n, \mathrm{tr}_{\text{grad}}v \rangle_{\partial \Omega} = 0$ for all $\hat{\tau}_n \in H^{-\frac{1}{2}}_{\Gamma_1}(\partial \mathcal{T})$.

(ii) Let $\tau \in H(\text{div}, \mathcal{T})$. Then $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$ if and only if $\langle \hat{\tau}, \mathrm{tr}_{\text{div}}\tau \rangle_{\partial \mathcal{T}} = 0$ for all $\hat{\tau} \in H^{rac{1}{2}}_{\Gamma_0}(\partial \mathcal{T})$.

**Proof.** We choose only to prove the first equivalence. The second equivalence is similar.

Let $v \in H^1_{\Gamma_0}(\Omega)$ and $\hat{\tau}_n \in H^{-\frac{1}{2}}_{\Gamma_1}(\partial \mathcal{T})$. By definition of $H^{-\frac{1}{2}}_{\Gamma_1}(\partial \mathcal{T})$, there exists $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$ such that $\mathrm{tr}_{\text{div}} \tau = \hat{\tau}_n$. Given a domain $K$, for all $v \in H^1(K)$ and $\tau \in H(\text{div}, K)$ it can be shown that the following distributional identity holds,

$$(\tau, \nabla v)_K + (\text{div } \tau, v)_K = \langle \mathrm{tr}_{\text{div}}^K \tau, \mathrm{tr}_{\text{grad}}^K v \rangle_{\partial K},$$

and in particular if $v \in H^1_{\Gamma_0}(\Omega)$ and $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$ the following identity holds,

$$(\tau, \nabla v)_\Omega + (\text{div } \tau, v)_\Omega = \langle \mathrm{tr}_{\text{div}}^\Omega \tau, \mathrm{tr}_{\text{grad}}^\Omega v \rangle_{\partial \Omega} = 0.$$ 

Hence, rewriting the integral $(\tau, \nabla v)_\Omega + (\text{div } \tau, v)_\Omega = 0$ as a sum of integrals over each element in the mesh and using the first identity yields the result,

$$0 = \sum_{K \in \mathcal{T}} (\tau, \nabla v)_K + (\text{div } \tau, v)_K = \sum_{K \in \mathcal{T}} \langle \mathrm{tr}_{\text{div}}^K \tau, \mathrm{tr}_{\text{grad}}^K v \rangle_{\partial K} = \langle \hat{\tau}_n, \mathrm{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}}.$$

For the converse assume $v \in H^1(\mathcal{T})$, so that $v|_K \in H^1(K)$ for any $K \in \mathcal{T}$ and let $\hat{\tau}_n \in H^{-\frac{1}{2}}_{\Gamma_1}(\partial \mathcal{T})$, so that there exists $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$ satisfying $\mathrm{tr}_{\text{div}} \tau = \hat{\tau}_n$. Define $w$ such that $w|_K = \nabla (v|_K)$, meaning that $w \in L^2(\Omega)$. Then, using the hypothesis and the distributional identities gives,

$$0 = \langle \hat{\tau}_n, \mathrm{tr}_{\text{grad}} v \rangle_{\partial \mathcal{T}} = \sum_{K \in \mathcal{T}} (\tau, \nabla (v|_K))_K + (\text{div } \tau, v|_K)_K = (\tau, w)_\Omega + (\text{div } \tau, v)_\Omega.$$

In particular, for any smooth test function $\tau$, it holds that $(w, \tau)_\Omega = -(v, \text{div } \tau)_\Omega$. This means $w = \nabla v$ is the distributional derivative of $v$, so that $v \in H^1(\Omega)$. Since

$$\langle \mathrm{tr}_{\text{div}}^\Omega \tau, \mathrm{tr}_{\text{grad}}^\Omega v \rangle_{\partial \Omega} = \langle \mathrm{tr}_{\text{div}}^{\Gamma_0} \tau, \mathrm{tr}_{\text{grad}}^{\Gamma_0} v \rangle_{\Gamma_0} + \langle \mathrm{tr}_{\text{div}}^{\Gamma_1} \tau, \mathrm{tr}_{\text{grad}}^{\Gamma_1} v \rangle_{\Gamma_1},$$

and $\mathrm{tr}_{\text{div}}^{\Gamma_1} \tau = 0$ for any $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$, it follows

$$0 = (\tau, \nabla v)_\Omega + (\text{div } \tau, v)_\Omega = \langle \mathrm{tr}_{\text{div}}^\Omega \tau, \mathrm{tr}_{\text{grad}}^\Omega v \rangle_{\partial \Omega} = \langle \mathrm{tr}_{\text{div}}^{\Gamma_0} \tau, \mathrm{tr}_{\text{grad}}^{\Gamma_0} v \rangle_{\Gamma_0}.$$

This is true for all $\tau \in H_{\Gamma_1}(\text{div}, \Omega)$, implying $\mathrm{tr}_{\text{grad}}^{\Gamma_0} v = 0$, so that $v \in H^1_{\Gamma_0}(\Omega)$. □
B Mutual well-posedness

The goal is to prove Theorem 2.1. Throughout this section we assume \( \Omega \subseteq \mathbb{R}^3 \) is a three-dimensional bounded simply connected domain with a Lipschitz boundary \( \partial \Omega = \overline{\Gamma_0} \cup \overline{\Gamma_1} \), where \( \Gamma_0 \) and \( \Gamma_1 \) are disjoint and relatively open in \( \partial \Omega \). Note the results hold in two and one-dimensional domains as well.

Recall the variational formulations labeled as (S), (U), (D), (M) and (P) (see (2.12)–(2.16)). The idea is to show these formulations are mutually ill or well-posed. The concept of well-posedness is in the sense of Hadamard. Well-posedness and stability estimates are proved using the well-known result by Babuška and Nečas.

**Theorem B.1** (Babuška-Nečas). Let \( X \) and \( Y \) be Hilbert spaces over a fixed field \( F \in \{ \mathbb{R}, \mathbb{C} \} \), \( \ell : Y \to F \) be a continuous linear form and \( b_0 : X \times Y \to F \) be a continuous bilinear form if \( F = \mathbb{R} \) or sesquilinear form if \( F = \mathbb{C} \). If there exists an inf-sup constant \( \gamma > 0 \) such that for all \( x \in X \),

\[
\sup_{y \in Y \setminus \{0\}} \frac{|b_0(x, y)|}{\|y\|_Y} \geq \gamma \|x\|_X,
\]

and \( \ell \) satisfies the compatibility condition

\[
\ell(y) = 0 \text{ for all } y \in Y_{00} = \{ y \in Y \mid b_0(x, y) = 0 \text{ for all } x \in X \},
\]

then the problem

\[
\begin{cases}
\text{Find } x \in X, \\
\quad b_0(x, y) = \ell(y), \text{ for all } y \in Y,
\end{cases}
\]

is well-posed, so that there exists a unique solution \( x \) satisfying the stability estimate \( \|x\|_X \leq \frac{1}{\gamma} \|\ell\|_{Y'} \).

For a given variational formulation (\#), the corresponding bilinear form, linear form, spaces and constants are added a superscript \( \# \). Indeed, \( X^\# \), \( Y^\# \) and \( b_0^\# \) for the five variational formulations are

\[
\begin{align*}
X^\delta &= H_{\Gamma_1}(\text{div}, \Omega) \times H_{\Gamma_0}^1(\Omega), & Y^\delta &= L^2(\Omega; \mathbb{S}) \times L^2(\Omega) \times L^2(\Omega; \mathbb{A}), \\
\ell_0^\delta((\sigma, u), (\tau, v, w)) &= (\sigma, \tau)_{\Omega} - (C : \nabla u, \tau)_{\Omega} - (\text{div} \sigma, v)_{\Omega} + (\sigma, w)_{\Omega}, \\
X^u &= L^2(\Omega; \mathbb{S}) \times L^2(\Omega) \times L^2(\Omega; \mathbb{A}), & Y^u &= H_{\Gamma_1}(\text{div}, \Omega) \times H_{\Gamma_0}^1(\Omega), \\
b_0^u((\sigma, u, \omega), (\tau, v)) &= (S : \sigma, \tau)_{\Omega} + (\omega, \tau)_{\Omega} + (u, \text{div} \tau)_{\Omega} + (\sigma, \nabla v)_{\Omega}, \\
X^\omega &= L^2(\Omega; \mathbb{S}) \times H_{\Gamma_0}^1(\Omega), & Y^\omega &= L^2(\Omega; \mathbb{S}) \times H_{\Gamma_0}^1(\Omega), \\
b_0^\omega((\sigma, u), (\tau, v)) &= (\sigma, \tau)_{\Omega} - (C : \nabla u, \tau)_{\Omega} + (\sigma, \nabla v)_{\Omega}, \\
X^m &= H_{\Gamma_1}(\text{div}, \Omega) \times L^2(\Omega) \times L^2(\Omega; \mathbb{A}), & Y^m &= H_{\Gamma_1}(\text{div}, \Omega) \times L^2(\Omega) \times L^2(\Omega; \mathbb{A}), \\
b_0^m((\sigma, u, \omega), (\tau, v, w)) &= (S : \sigma, \tau)_{\Omega} + (\omega, \tau)_{\Omega} + (u, \text{div} \tau)_{\Omega} - (\text{div} \sigma, v)_{\Omega} + (\sigma, w)_{\Omega},
\end{align*}
\]
\[ X^p = H^{1}_{\Gamma_0}(\Omega), \quad Y^p = H^{1}_{\Gamma_0}(\Omega), \]
\[ b^p_0(u,v) = \langle C : \nabla u, \nabla v \rangle_\Omega. \] (B.5)

Additionally, consider \((\delta_S), (\mathcal{U}_S)\) and \((\mathcal{M}_S)\), which are new variational formulations using the space \(H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S})\) as opposed to \(H_{\Gamma_1}(\text{div}, \Omega)\). Their defining spaces and forms are
\[
X^{\delta_S} = H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \times H^{1}_{\Gamma_0}(\Omega), \quad Y^{\delta_S} = L^2(\Omega; \mathbb{S}) \times L^2(\Omega), \\
b^{\delta}_0((\sigma, u), (\tau, v)) = (\sigma, \tau)_{\Omega} - (C : \nabla u, \tau)_{\Omega} - (\text{div} \sigma, v)_{\Omega}, \quad \mathcal{L}^{\delta_S}((\tau, v)) = (f, v)_{\Omega}, \\ 
X^{\mathcal{U}_S} = L^2(\Omega; \mathbb{S}) \times L^2(\Omega), \quad Y^{\mathcal{U}_S} = H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \times H^{1}_{\Gamma_0}(\Omega), \\
b^{\mathcal{U}_0}_0((\sigma, u), (\tau, v)) = (\mathcal{S} : \sigma, \tau)_{\Omega} + (u, \text{div} \tau)_{\Omega} + (\sigma, \nabla v)_{\Omega}, \quad \mathcal{L}^{\mathcal{U}_S}((\tau, v)) = (f, v)_{\Omega}, \\ 
X^{\mathcal{M}_S} = H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \times L^2(\Omega), \quad Y^{\mathcal{M}_S} = H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \times L^2(\Omega), \\
b^{\mathcal{M}_0}_0((\sigma, u), (\tau, v)) = (\mathcal{S} : \sigma, \tau)_{\Omega} + (u, \text{div} \tau)_{\Omega} - (\text{div} \sigma, v)_{\Omega}, \quad \mathcal{L}^{\mathcal{M}_S}((\tau, v)) = (f, v)_{\Omega}. \] (B.6)

The proof of mutual well-posedness is discussed in two parts. First, the mutual satisfaction of the compatibility conditions is analyzed. Second, the inf-sup constants are also shown to be mutually satisfied.

Throughout, note that the proofs only hold in the compressible regime. Here, \(\mathcal{C}\) and \(\mathcal{S}\) are inverse to each other over \(\mathcal{S}\). This is no longer true in the incompressible case (in the limit of \(\lambda \to \infty\)), where only the variational formulations that make use of \(\mathcal{S}\) can be proved to remain well-posed.

### B.1 Compatibility conditions

Well-posedness of the variational formulations depends on the nature of \(\Gamma_0\) and \(\Gamma_1\). The first lemma shows that \(\Gamma_0 \neq \emptyset\) is a necessary condition for all variational formulations to be well-posed. The condition is also sufficient, and this is the content of Corollary 2.1.

**Lemma B.1.** Suppose one of the variational formulations among \((\mathcal{S}), (\mathcal{U}), (\mathcal{D}), (\mathcal{M}), (\mathcal{P}), (\delta_S), (\mathcal{U}_S), (\mathcal{M}_S)\) is well-posed. Then \(\Gamma_0 \neq \emptyset\).

**Proof.** Assume the hypothesis so that the well-posed variational formulation has a unique solution \(x\), whose component \(u\) is the displacement solution variable. By contradiction assume \(\Gamma_0 = \emptyset\). Then any translation (constant) \(u_C\) satisfies the boundary conditions vacuously and \(\nabla u_C = 0\). For the variational formulations \((\mathcal{S}), (\delta_S), (\mathcal{D})\) and \((\mathcal{P})\) it is straightforward that, ceteris paribus, the solution \(x_C\) with displacement component \(u + u_C\) is a different solution (provided \(u_C \neq 0\)) to the original problem. Similarly, since \(u_C \in H^{1}_{\Gamma_0}(\Omega)\) and \(\nabla u_C = 0\), the distributional identity yields \((u_C, \text{div} \tau)_{\Omega} = - \langle \nabla u_C, \tau \rangle_{\Omega} = 0\) for all \(\tau \in H_{\Gamma_1}(\text{div}, \Omega)\), so that \(x_C\) is also a different solution to the variational formulations \((\mathcal{U}), (\mathcal{U}_S), (\mathcal{M})\) and \((\mathcal{M}_S)\). This contradicts that the original solution was unique. 

The next lemma shows that the solution to the original elasticity equation, (1.1), with homogeneous forcing and boundary conditions \((f = 0, u_0 = 0\) and \(g = 0\)) is \(u = 0\) and is unique provided \(\Gamma_0 \neq \emptyset\).
Lemma B.2. Suppose \( \Gamma_0 \neq \emptyset \) and consider the equation \( -\nabla (C : \varepsilon(u)) = 0 \) in \( \Omega \), where \( u \) is sought in \( H_{\Gamma_0}^1(\Omega) \) and \( C : \varepsilon(u) \in H_{\Gamma_1}(\text{div}, \Omega) \). Then \( u = 0 \) is the unique solution to the problem.

Proof. Multiplying the equation by a test function \( v \in H_{\Gamma_0}^1(\Omega) \), integrating and using a distributional identity yields the equation \( \int_{\partial \Omega} \nabla u : C : \nabla v \, d\Omega = 0 \) for all \( v \in H_{\Gamma_0}^1(\Omega) \), which is precisely the formulation \( (\mathcal{P}) \) with \( f = 0 \). Using Korn’s inequality and that \( \Gamma_0 \neq \emptyset \), the bilinear form can be shown to be coercive, meaning \( b_0^S(u,u) = \int_{\partial \Omega} \nabla u : C : \nabla u \, d\Omega \geq \alpha \| u \|^2_{H^1(\Omega)} \) for some \( \alpha > 0 \) \[12\]. Taking \( v = u \), the equation becomes \( b_0^S(u,u) = 0 \), and using coercivity it implies \( \| u \|_{H^1(\Omega)} = 0 \), so that \( u = 0 \) is the only solution. \( \square \)

Finally, it is shown that given \( \Gamma_0 \neq \emptyset \), the compatibility condition is satisfied trivially for every variational formulation.

Lemma B.3. Let \( \Gamma_0 \neq \emptyset \). Then the variational formulations \((\mathcal{S}), (\mathcal{U}), (\mathcal{D}), (\mathcal{M}), (\mathcal{P}), (\mathcal{S}_0), (\mathcal{U}_S)\) and \((\mathcal{M}_S)\) all have a trivial compatibility space, implying that the compatibility conditions are satisfied trivially for any linear form.

Proof. First consider \((\mathcal{S})\). The aim is to prove \( Y_{00}^{\mathcal{S}} = \{0\} \). Let \( x = (\sigma, u, \varepsilon) \in X^{\mathcal{S}} \), with \( u = 0 \) and \( \sigma \) being any smooth symmetric matrix field vanishing at the boundary. The condition \( b_0^S(x,y) = 0 \) then becomes \( \int_{\partial \Omega} \tau : \sigma - v \cdot \nabla \sigma \, d\Omega = 0 \), which yields the distributional equality \( -\varepsilon(v) = \tau \in L^2(\Omega; \mathbb{S}) \). By Korn’s inequality, \( v \in H^1(\Omega) \), and further testing against \( \sigma \in H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \) yields additionally that \( v \in H_{\Gamma_0}^1(\Omega) \). Next, test with \( \sigma = 0 \) and \( u \in H_{\Gamma_0}^1(\Omega) \), so that \( b_0^S(x,y) = 0 \) yields \( \int_{\partial \Omega} \nabla u : C : \nabla v \, d\Omega = 0 \), which can be rewritten as \( -\text{div}(C : \varepsilon(v)) = 0 \). By Lemma B.2, \( v = 0 \), meaning \( \tau = -\varepsilon(v) = 0 \). Finally, \( b_0^S(x,y) = 0 \) becomes \( \int_{\partial \Omega} \sigma : \varepsilon(v) \, d\Omega = 0 \) when testing with \( \sigma \in H_{\Gamma_1}(\text{div}, \Omega) \) (nonsymmetric), which results in \( \varepsilon(v) = 0 \) as well. Therefore \( y = (0,0,0) \) is the only element of \( Y_{00}^{\mathcal{S}} \).

Next consider \((\mathcal{U})\) and the condition \( b_0^U(x,y) = 0 \) for all \( x = (u,\sigma,\omega) \in X^{\mathcal{U}} \). First let \( \sigma = 0 \) and \( u = 0 \), so that the condition becomes \( \int_{\partial \Omega} \omega : \tau \, d\Omega = 0 \). Therefore, the antisymmetric part of \( \tau \) vanishes, meaning \( \tau \in H_{\Gamma_1}(\text{div}, \Omega; \mathbb{S}) \). Then, with \( \sigma = 0 \), the condition becomes \( \int_{\partial \Omega} u \cdot \text{div} \tau \, d\Omega = 0 \), so that \( \text{div} \tau = 0 \). Finally, test with \( u = 0 \), so that the condition yields the equation \( S : \tau + \varepsilon(v) = 0 \), which can be rewritten as \( \tau = -C : \varepsilon(v) \). Taking the divergence and using \( \text{div} \tau = 0 \) gives \( -\text{div}(C : \varepsilon(v)) = 0 \), which by Lemma B.2 results in \( \varepsilon(v) = 0 \). Hence, \( Y_{00}^{\mathcal{U}} = \{0\} \).

Similar calculations follow for \((\mathcal{D}), (\mathcal{M}), (\mathcal{P}), (\mathcal{S}_0), (\mathcal{U}_S)\) and \((\mathcal{M}_S)\). \( \square \)

When \( \Gamma_0 = \emptyset \) it is possible to redefine some spaces by considering the quotient over a particular null space (e.g. rigid body motions). This essentially produces new closely related, yet modified variational formulations which are well-posed even when \( \Gamma_0 = \emptyset \). Indeed, after redefining these spaces, a relevant version of Korn’s inequality can be proved to hold \[11, \text{Theorem 2.3}\]. However, in this work we chose not to redefine those spaces.
B.2 Inf-sup constants

Before proceeding to the main result, the most challenging results are proved as three independent lemmas. The closed range theorem in the closed operator setting plays a key role in two of these lemmas, while the remaining lemma uses the Rellich-Kondrachov theorem to prove a relevant Poincaré-type inequality.

Lemma B.4. The formulations \((\delta_S)\) and \((\mu_S)\) are mutually ill or well-posed.

Proof. Assume \((\delta_S)\) is well-posed, so the compatibility conditions are satisfied and \(\gamma_{\delta_S} > 0\) exists. Then by Lemma B.1, \(\Gamma_0 \neq \emptyset\). Using Lemma B.3, it follows \(Y_{\delta_0}^S = \{0\}\) and \(Y_{\mu_0}^S = \{0\}\) so the compatibility conditions are satisfied for \((\delta_S)\) and \((\mu_S)\). It remains to show the existence of \(\gamma_{\mu_S} > 0\).

The first step is to recognize the underlying linear operators in \((\delta_S)\) and \((\mu_S)\). Indeed, for \(x = (\sigma, u)\) and \(y = (\tau, v)\),

\[
\begin{align*}
\mathcal{b}_{\delta_S}^S(x, y) &= (A_S x, y)_\Omega, \\
\mathcal{b}_{\mu_S}^S(x, y) &= (x, A_U y)_\Omega,
\end{align*}
\]

where

\[
\begin{align*}
A_S : X^{\delta_S} &\rightarrow Y^{\delta_S}, \\
A_U : Y^{\mu_S} &\rightarrow X^{\mu_S},
\end{align*}
\]

Define \(L = Y^{\delta_S} = X^{\mu_S} = L^2(\Omega; S) \times L^2(\Omega)\) and \(D = X^{\delta_S} = Y^{\mu_S} = H_{(\div, \Omega)}^1 \times H_{\Gamma^1}^1(\Omega)\). In the topology of \(L\) or \(D\), \(A_S\) and \(A_U\) are well-defined continuous operators. Meanwhile, if \(D\) is suited with a graph norm such as \(\|x\|_{A_S}^2 = \|x\|_L^2 + \|A_S x\|_L^2\) or \(\|y\|_{A_U}^2 = \|y\|_L^2 + \|A_U y\|_L^2\). Indeed, for \(x = (\sigma, u)\) and \(y = (\tau, v)\), so that \(\sigma - C : \varepsilon(u) = 0\), \(- \div \sigma = 0\), \(S : \sigma + \varepsilon(v) = 0\) and \(\div \tau = 0\). These can be rewritten as 

\[
\sigma - C : \varepsilon(u) = 0, \quad \sigma + \varepsilon(v) = 0, \quad \div \tau = 0.
\]

Moreover, both operators are injective. Indeed, suppose \(A_S x = 0\) and \(A_U y = 0\) for \(x = (\sigma, u)\) and \(y = (\tau, v)\), so that \(\sigma - C : \varepsilon(u) = 0\), \(- \div \sigma = 0\), \(S : \sigma + \varepsilon(v) = 0\) and \(\div \tau = 0\). These can be rewritten as 

\[
\sigma - C : \varepsilon(u) = 0, \quad \sigma + \varepsilon(v) = 0, \quad \div \tau = 0.
\]

Next, notice the closed operator adjoints of \(A_S\) and \(A_U\) are closely related. In fact, \(A_S^* = A_U M\) and \(A_U^* = M^{-1} A_S\), where \(M = (\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix}) : L \rightarrow L\) is an invertible bounded linear operator with continuous inverse \(M^{-1} = (\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix}) : L \rightarrow L\). Therefore, both \(A_S^*\) and \(A_U^*\) are injective.

Now, using that \((\delta_S)\) is well-posed, it follows there exists \(\gamma_{\delta_S} > 0\) such that for all \(x \in D\)

\[
\|A_S x\|_L = \sup_{y \in L \setminus \{0\}} \frac{|(A_S x, y)_\Omega|}{\|y\|_L} = \sup_{y \in L \setminus \{0\}} \frac{|b_{\delta_S}^S(x, y)|}{\|y\|_L} \geq \gamma_{\delta_S} \|x\|_D \geq \gamma_{\delta_S} \|x\|_L.
\]

Using the closed range theorem for closed operators along with the injectivity of \(A_S\) and \(A_S^*\), it follows that \(A_S\) and \(A_S^*\) are surjective, so that \(A_S\) and \(A_U\) are bijective, and for all \(y \in D\)

\[
\|A_U y\|_L = \|A_S^* M^{-1} y\|_L \geq \gamma_{\delta_S} \|M^{-1} y\|_L \geq \frac{\gamma_{\delta_S}}{\|M^{-1}\|} \|y\|_L.
\]
where it was used that $\|y\|_L \leq \|M\| \|M^{-1} y\|_S$, where $\|M\|$ is the operator norm of $M$. Squaring the inequality and adding $C_S^2 \|A u y\|_L^2$ on both sides, where $C_S = \frac{\gamma^u_S}{\|M\|}$, yields for all $y \in D$

$$\|A u y\|_L \geq \sqrt{\frac{C_S^2}{1 + C_S^2}} \|y\|_A u \geq C_{D} \sqrt{\frac{C_S^2}{1 + C_S^2}} \|y\|_D,$$

where $C_{D}$ is the relevant equivalence constant between the norms $\|\cdot\|_A u$ and $\|\cdot\|_D$. Let $\gamma^u_S > 0$ be defined by $(\gamma^u_S)^2 = \frac{C_{D}^2 C_S^2}{1 + C_S^2}$. Since $A u : D \to L$ is bijective, it follows it is invertible with inverse $A_{u}^{-1} : \Omega \to \Omega$, which is continuous (by the open mapping theorem) when $D$ is viewed as a normed space. The continuous operator transpose $(A_{u}^{-1})' : D' \to L'$ is L therefore exists, and by its properties it follows its operator norm is $\|A_{u}^{-1}\| = \|A_{u}^{-1}\|$. Moreover, $(A_{u}^{-1})' = (A_{u}')^{-1}$ where $A_{u}' : \Omega \to \Omega$ is the continuous operator transpose of $A_{u}$ satisfying $(x, A_{u} y) = (A_{u}' x, y)$ for all $x \in L$ and $y \in D$. Hence,

$$\gamma^u_S \leq \inf_{y \in D \setminus \{0\}} \frac{\|A u y\|_L}{\|y\|_D} = \sup_{y \in D \setminus \{0\}} \frac{\|y\|_D}{\|A u y\|_L} = \left( \sup_{x \in L \setminus \{0\}} \frac{\|A_{u}^{-1} x\|_D}{\|x\|_L} \right)^{-1} = \frac{1}{\|A_{u}^{-1}\|} = \frac{1}{\|A_{u}^{-1}\|} \mathbf{L}$$

This shows the existence of $\gamma^u_S > 0$ satisfying the desired property, meaning $(\mathcal{U}_S)$ is well-posed.

Similar calculations show that if $(\mathcal{U}_S)$ is well-posed then $(\mathcal{S}_S)$ is well-posed.

\[\square\]

**Lemma B.5.** Let $\Gamma_0 \neq \emptyset$. There exists a constant $C_P > 0$ such that for all $u \in H^{1}_{\Gamma_0}(\Omega)$ and $\omega \in L^2(\Omega; \mathbb{A})$,

$$\sqrt{\|u\|^2_{L^2(\Omega)} + \|\omega\|^2_{L^2(\Omega; \mathbb{A})}} \leq C_P \| - \nabla u + \omega \|_{L^2(\Omega; \mathbb{M})}.$$ 

**Proof.** Let $L = L^2(\Omega) \times L^2(\Omega; \mathbb{A})$ and $\|\cdot\|_L$ be its Hilbert norm. Suppose by contradiction that such constant $C_P$ does not exist. Then, for every $n \in \mathbb{N}$ there exists $(\bar{u}_n, \bar{\omega}_n) \in H^{1}_{\Gamma_0}(\Omega) \times L^2(\Omega; \mathbb{A})$ such that

$$\| (\bar{u}_n, \bar{\omega}_n) \|_L > n \| - \nabla \bar{u}_n + \bar{\omega}_n \|_{L^2(\Omega; \mathbb{M})}.$$ 

Let $(u_n, \omega_n) = \frac{1}{\|u_n, \omega_n\|_L} (\bar{u}_n, \bar{\omega}_n)$ so that $(u_n, \omega_n) \|_L = 1$ and \(\| - \nabla u_n + \omega_n \|_{L^2(\Omega; \mathbb{M})} < \frac{1}{n}\) for all $n \in \mathbb{N}$. Note $(\omega_n)_{n \in \mathbb{N}} \subseteq L^2(\Omega; \mathbb{A})$ is antisymmetric so taking the symmetric part of the previous inequality yields $\|\varepsilon(u_n)\|^2_{L^2(\Omega; \mathbb{S})} \leq \| - \nabla u_n + \omega_n \|^2_{L^2(\Omega; \mathbb{M})} \leq \frac{1}{n}$ for all $n \in \mathbb{N}$. Moreover, $\|\omega_n\|^2_{L^2(\Omega; \mathbb{A})} \leq \|u_n, \omega_n\|_L = 1$, $\|u_n\|^2_{L^2(\Omega)} \leq 1$ and $\|\nabla u_n\|^2_{L^2(\Omega; \mathbb{M})} \leq \| - \nabla u_n + \omega_n \|^2_{L^2(\Omega; \mathbb{M})} + \|\omega_n\|^2_{L^2(\Omega; \mathbb{A})} \leq 2$, so $\|u_n\|^2_{H^1(\Omega)} \leq \sqrt{5}$ for all $n \in \mathbb{N}$ and by the Rellich-Kondrachov theorem it follows there exists a subsequence convergent to some $u$ in $L^2(\Omega)$, $\lim_{k \to \infty} \|u_{n_k} - u\|_{L^2(\Omega)} = 0$. Then $\varepsilon(u_{n_k})$ converges to $\varepsilon(u)$ as distributions, which in turn implies $\varepsilon(u) = 0$. Thus, $\text{div}(C : \varepsilon(u)) = 0$ and by Lemma B.2 it follows $u = 0$. Using Korn’s inequality yields $\lim_{k \to \infty} \|u_{n_k}\|_{H^1(\Omega)} = 0$, so that in particular $(\nabla u_{n_k})_{k \in \mathbb{N}}$ converges to $\nabla u = 0$ in $L^2(\Omega; \mathbb{M})$ and as a result $(\omega_{n_k})_{k \in \mathbb{N}}$ converges to $\omega = 0$ in $L^2(\Omega; \mathbb{A})$ as well. Recalling that $\|(u_{n_k}, \omega_{n_k})\|_L = 1$, leads to $\|(u_{n_k}, \omega_{n_k}) - (u, \omega)\|_L \geq \|(u_{n_k}, \omega_{n_k})\|_L - \|(u, \omega)\|_L = 1$ for all $k \in \mathbb{N}$ and this contradicts that $(u_{n_k}, \omega_{n_k})_{k \in \mathbb{N}}$ is convergent to $(u, \omega) = (0, 0)$ in $L$. \[\square\]
The next lemma proves an inf-sup condition which is the same as one of the Brezzi conditions for \( (\mathcal{M}) \) [3]. It presents an alternate proof to that provided in [2, 23] and uses the closed range theorem as opposed to differential forms.

**Lemma B.6.** Let \( \Gamma_0 \neq \emptyset \). There exists a constant \( C_B > 0 \) such that for all \( u \in L^2(\Omega) \) and \( \omega \in L^2(\Omega; \mathbb{A}) \),

\[
C_B \sqrt{\|u\|_{L^2(\Omega)}^2 + \|\omega\|_{L^2(\Omega; \mathbb{A})}^2} \leq \sup_{\tau \in H_{\Gamma_0}(\div; \Omega, \mathbb{A}) \setminus \{0\}} \frac{|(u, \div \tau)_{\Omega} + (\omega, \tau)_{\Omega}|}{\|\tau\|_{H(\div; \Omega)}}.
\]

**Proof.** The proof is very similar to that of Lemma B.4. First consider

\[
A_{\omega} : D_{\omega} \to L_M, \\
A_{\omega}(u, \omega) = -\nabla u + \omega, \\
A_{\tau} = (\div \tau, \frac{1}{2} (\tau - \tau^T)),
\]

where \( D_{\omega} = H_{\Gamma_0}^1(\Omega) \times L^2(\Omega; \mathbb{A}) \), \( D_{\tau} = H_{\Gamma_1}(\div; \Omega, L_M = L^2(\Omega; \mathbb{A}) \) and \( L = L^2(\Omega) \times L^2(\Omega; \mathbb{A}) \). Clearly in the topologies of \( L \) and \( L_M \), the domains \( D_{\omega} \) and \( D_{\tau} \) are dense in \( L \) and \( L_M \) respectively. With these topologies \( A_{\omega} \) and \( A_{\tau} \) are well-defined closed operators. If \( D_{\omega} \) is endowed with the graph norm \( \|(u, \omega)\|_{L_M}^2 = \|(u, \omega)\|_L^2 + \|A_{\omega}(u, \omega)\|_{L_M}^2 \) or with the standard norm \( \|(u, \omega)\|_{D_{\omega}}^2 = \|u\|_{H^1(\Omega)}^2 + \|\omega\|_{L_M}^2 \), then \( A_{\omega} \) is a well-defined continuous operator. Note \( \cdot \|_{A_{\omega}} \) and \( \cdot \|_{D_{\omega}} \) are equivalent norms. Similarly, if \( D_{\tau} \) is given the graph norm \( \|\tau\|_{A_{\tau}}^2 = \|\tau\|_{L_M}^2 + \|A_{\tau}(\tau)\|_L^2 \) or the standard norm \( \|\tau\|_{D_{\tau}} = \|\tau\|_{H(\div; \Omega)} \) then \( A_{\tau} \) is a well-defined continuous operator. Note \( \cdot \|_{A_{\tau}} \) and \( \cdot \|_{D_{\tau}} \) are equivalent norms.

As closed operators, \( A_{\omega} \) and \( A_{\tau} \) are clearly adjoint to each other, so that \( A_{\omega}^* = A_{\tau} \). Moreover, if \( A_{\omega}(u, \omega) = 0 \), then \( \nabla u = \omega \in L^2(\Omega; \mathbb{A}) \), so that \( \varepsilon(u) = 0 \). This implies \( -\div(C : \varepsilon(u)) = 0 \) and by Lemma B.2, \( u = 0 \) and \( \omega = \nabla u = 0 \), so that \( A_{\omega} \) is injective. On the other hand, \( A_{\tau} \) has a nontrivial null space, because if \( A_{\tau}(\tau) = (0, 0) \), then \( \tau \in N(A_{\tau}) = \{\tau_0 \in H_{\Gamma_1}(\div; \Omega, \mathbb{S}) \} \) \( \div \tau = 0 \).

By Lemma B.5, it follows that for all \( (u, \omega) \in D_{\omega} \), \( \|A_{\omega}(u, \omega)\|_{L_M} \geq \frac{1}{C_{\omega}} \|\tau_{\omega}(\tau)\|_{L_M} \) for all \( \tau \in D_{\tau} \), where \( A_{\tau} : D_{\tau} \to L \) is defined by \( A_{\omega}(\tau) = A_{\tau} \tau \), with \( D_{\omega} = D_{\tau} = N(A_{\tau}) \) and \( \|\tau\|_{L_M} = \inf_{\tau_0 \in N(A_{\omega})} \|\tau + \tau_{\omega}(\tau)\|_{L_M} \). Then, \( C_B \cdot \|\tau\|_{D_{\tau}} \leq \|\tau\|_{D_{\tau}} \) for all \( \tau \in D_{\omega} \), where \( \|\tau\|_{D_{\omega}} = \inf_{\tau_0 \in N(A_{\omega})} \|\tau + \tau_{\omega}(\tau)\|_{D_{\tau}} \), \( C_B = C_{\tau} D_{\omega} \left(1 + \frac{1}{C_{\omega}}\right) \) and \( C_{\omega} D_{\omega} \) is the relevant equivalence constant between \( \|\cdot\|_{A_{\omega}} \) and \( \|\cdot\|_{D_{\omega}} \). The closed range theorem also implies \( R(\tilde{A}_{\omega}) = R(\tilde{A}_{\tau}) = L \) is closed, so that \( \tilde{A}_{\omega} \) is bijective and by the open mapping theorem it is a homeomorphism with continuous inverse \( \tilde{A}_{\omega}^{-1} : L \to D_{\omega} \). Using the continuous operator transpose of \( \tilde{A}_{\omega} \) and \( \tilde{A}_{\omega}^{-1} \) as in the proof of Lemma B.4 yields for all \( x = (u, \omega) \in L \),

\[
C_B \cdot \|x\|_L \leq \sup_{\tau \in D_{\omega} \setminus \{0\}} \frac{|(x, \tilde{A}_{\omega}(\tau))_{\Omega}|}{\|\tau\|_{D_{\omega}}} = \sup_{\tau \in D_{\omega} \setminus \{0\}} \frac{|(x, A_{\omega}(\tau))_{\Omega}|}{\|\tau\|_{D_{\omega}}} = \sup_{\tau \in D_{\omega} \setminus \{0\}} \frac{|(x, A_{\omega}(\tau))_{\Omega}|}{\|\tau\|_{D_{\omega}}} = \sup_{\tau \in D_{\omega} \setminus \{0\}} \frac{|(x, A_{\omega}(\tau))_{\Omega}|}{\|\tau\|_{D_{\omega}}} = \sup_{\tau \in D_{\omega} \setminus \{0\}} \frac{|(x, A_{\omega}(\tau))_{\Omega}|}{\|\tau\|_{D_{\omega}}},
\]

where \( Z \) is any algebraic complement to \( N(A_{\omega}) \) so that \( D_{\omega} = N(A_{\omega}) \oplus Z \). The result follows because \( (x, A_{\omega}(\tau))_{\Omega} = (u, \div \tau)_{\Omega} + (\omega, \tau)_{\Omega} \). \( \square \)
Finally, we can proceed to proving the main result, which includes Theorem 2.1.

**Theorem B.2.** The variational formulations \((\mathcal{S}), (\mathcal{U}), (\mathcal{D}), (\mathcal{M}), (\mathcal{P}), (\mathcal{S}_0), (\mathcal{U}_0)\) and \((\mathcal{M}_0)\) are mutually ill or well-posed. That is, if any single formulation is well-posed, then all others are also well-posed.

**Proof.** Assume one of the variational formulations is well-posed. Then by Lemma B.1, \(\Gamma_0 \neq \emptyset\). Using Lemma B.3, it follows that for all formulations the compatibility space is trivial so the compatibility conditions are satisfied immediately for any linear form.

It remains to show that the positive inf-sup constants exist for the remaining formulations. This is proved according to the following implication diagram.

\[
\begin{align*}
(\mathcal{S}) & \Rightarrow (\mathcal{M}) \\
(\mathcal{S}) & \Rightarrow (\mathcal{S}_0) \\
(\mathcal{S}_0) & \Rightarrow (\mathcal{U}_0) \\
(\mathcal{U}_0) & \Rightarrow (\mathcal{U}) \\
(\mathcal{U}) & \Rightarrow (\mathcal{D}) \\
(\mathcal{D}) & \Rightarrow (\mathcal{P})
\end{align*}
\]

\((\mathcal{S}_0) \Rightarrow (\mathcal{U}_0)\): This is the content of Lemma B.4.

\((\mathcal{S}) \Rightarrow (\mathcal{S}_0)\): The inf-sup constant \(\gamma^S > 0\) is assumed to exist. Let \(x = (\sigma, u) \in X^{S_0} \subseteq X^S\), \(y = (\tau, v) \in Y^{S_0}\) and \(\bar{y} = (y, w) \in Y^S\), so that \(\|y\|_{Y^{S_0}} \leq \|\bar{y}\|_{Y^S}\). Due to the symmetry of \(\sigma\) it follows

\[
\gamma^S \|x\|_{X^{S_0}} = \gamma^S \|x\|_{X^S} \leq \sup_{\bar{y} \in Y^S \setminus \{0\}} \frac{|b^S_0(x, \bar{y})|}{\|\bar{y}\|_{Y^S}} = \sup_{\bar{y} \in Y^S \setminus \{0\}} \frac{|b^S_0(x, y)|}{\|y\|_{Y^S}} \leq \sup_{y \in Y^{S_0} \setminus \{0\}} \frac{|b^S_0(x, y)|}{\|y\|_{Y^{S_0}}},
\]

so that the desired inf-sup constant \(\gamma^{S_0} = \gamma^S > 0\) exists and \((\mathcal{S}_0)\) is well-posed.

\((\mathcal{U}_0) \Rightarrow (\mathcal{U})\): Let the inf-sup constant \(\gamma^{U_0} > 0\) exist. Let \(x = (\sigma, u) \in X^{U_0}, \bar{x} = (x, \omega) \in X^U\), \(y_0 = (\tau, v) \in Y^{S_0} \subseteq Y^S\) and \(y = (\tau, v) \in Y^U\). Clearly, \(b^U_0(x, y) = b^U_0(\bar{x}, y_0)\), and

\[
\gamma^{U_0} \|x\|_{X^{U_0}} \leq \sup_{y_0 \in Y^{U_0} \setminus \{0\}} \frac{|b^U_0(x, y_0)|}{\|y_0\|_{Y^{U_0}}} = \sup_{y_0 \in Y^{U_0} \setminus \{0\}} \frac{|b^U_0(\bar{x}, y_0)|}{\|y_0\|_{Y^{U_0}}} \leq \sup_{y \in Y^U \setminus \{0\}} \frac{|b^U_0(\bar{x}, y)|}{\|y\|_{Y^U}},
\]

Due to \(\|\bar{x}\|_{X^U}^2 = \|x\|_{X^{U_0}}^2 + \|\omega\|_{L^2(\Omega; A)}^2\), it remains to find bound for \(\|\omega\|_{L^2(\Omega; A)}\). Let \(y_0 = (\tau, 0) \in Y^U\), so that \(\|y_0\|_{Y^U} = \|\tau\|_{H^1(\Omega)} \geq \|\tau\|_{L^2(\Omega; M)}\) and \((u, \div \tau) + (\omega, \tau) = b^U_0(x, y_0) - (S : \sigma, \tau)\). Then, by Lemma B.6 it follows

\[
C_B \|\omega\|_{L^2(\Omega; A)} \leq \sup_{\tau \in H^1_{\text{div}}(\Omega)} \frac{|(u, \div \tau) + (\omega, \tau)|}{\|\tau\|_{H^1(\Omega)}} \leq \sup_{\tau \in H^1_{\text{div}}(\Omega)} \frac{|b^U_0(\bar{x}, y_0)|}{\|y_0\|_{Y^U}} + \sup_{\tau \in L^2(\Omega; M)} \frac{|(S : \sigma, \tau)|}{\|\tau\|_{L^2(\Omega; M)}} \leq \sup_{y \in Y^U \setminus \{0\}} \frac{|b^U_0(\bar{x}, y)|}{\|y\|_{Y^U}} + \|S\| \|\sigma\|_{L^2(\Omega; S)} \leq \left(1 + \frac{|S|}{\gamma^{U_0}}\right) \sup_{y \in Y^U \setminus \{0\}} \frac{|b^U_0(\bar{x}, y)|}{\|y\|_{Y^U}},
\]
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since $\|\sigma\|_{L^2(\Omega, \mathcal{S})} \leq \|x\|_{X^u}$. Therefore, the existence of the desired inf-sup constant $\gamma^u > 0$ defined by $(\gamma^u)^{-2} = \frac{1}{c_B^2}(1 + \frac{\|\mathcal{S}\|_{\mathcal{S}}}{\gamma^u})^2 + \left(\frac{1}{\gamma^u}\right)^2$ is ensured.

$(\mathcal{U}) \Rightarrow (\mathcal{M})$: The inf-sup constant $\gamma^u > 0$ is assumed to exist. Let $x = (\sigma, u, \omega) \in X^u \subseteq X^u$, $y = (\tau, v) \in Y^u$, $\bar{y}_0 = (y_0, 0) \in Y^u$ and $\bar{y} = (y, w) \in Y^u$, so that $\|\bar{y}_0\|_{Y^u} \leq \|y\|_{Y^u}$. The distributional identity $-(\text{div } \sigma, v)_\Omega = (\sigma, \nabla v)_\Omega$ holds because $\sigma \in H^1(\text{div }, \Omega)$ and $v \in H^1(\Omega)$, and implies that $b^u_0(x, y) = b^u_0(x, \bar{y}_0)$. Hence, for all $x \in X^u$,

$$\gamma^u \|x\|_{X^u} \leq \sup_{\bar{y}_0 \in Y^u \setminus \{0\}} \frac{|b^u_0(x, y)|}{\|y\|_{Y^u}} \leq \sup_{\bar{y}_0 \in (Y^u \setminus \{0\}) \times \{0\}} \frac{|b^u_0(x, \bar{y}_0)|}{\|y\|_{Y^u}} \leq \sup_{\bar{y}_0 \in Y^u \setminus \{0\}} \frac{|b^u_0(x, \bar{y})|}{\|y\|_{Y^u}}.$$

Let $\bar{y}_0 = (0, v, 0) \in Y^u$ so that $\|\bar{y}_0\|_{Y^u} = \|v\|_{L^2(\Omega)}$ and $-(\text{div } \sigma, v)_\Omega = b^u_0(x, \bar{y}_0)$. Notice that $\|x\|_{X^u}^2 = \|x\|_{X^u}^2 + \|\text{div } \sigma\|_{L^2(\Omega)}^2$ and

$$\|\text{div } \sigma\|_{L^2(\Omega)} = \sup_{\sigma \in L^2(\Omega), \{0\}} \frac{|(\text{div } \sigma, v)_\Omega|}{\|v\|_{L^2(\Omega)}} = \sup_{\sigma \in L^2(\Omega), \{0\}} \frac{|b^u_0(x, \bar{y}_0)|}{\|y\|_{Y^u}} \leq \sup_{\bar{y}_0 \in Y^u \setminus \{0\}} \frac{|b^u_0(x, \bar{y})|}{\|y\|_{Y^u}},$$

which implies that $\gamma^u > 0$ defined by $(\gamma^u)^2 = \frac{(\gamma^u)^2}{1 + (\gamma^u)^2}$ is the desired inf-sup constant.

$(\mathcal{U}_5) \Rightarrow (\mathcal{M}_5)$: This is proved analogously to $(\mathcal{U}) \Rightarrow (\mathcal{M})$.

$(\mathcal{M}) \Rightarrow (\mathcal{S})$: The inf-sup constant of $(\mathcal{M})$, $\gamma^u > 0$, is assumed to exist. Let $x = (\sigma, u) \in X^S$, $\bar{x} = (x, \frac{1}{2}(\nabla u - \nabla v^T)) \in X^S$, $y^u = (\tau, v, w) \in Y^u$ and $y^S = (S : \tau, v, w) \in Y^S$. Then, notice that $\|x\|_{X^S}^2 = \|\bar{x}\|_{X^S}^2 + \|\varepsilon(u)\|_{L^2(\Omega, \mathcal{S})}^2$ and $\|S : \tau\|_{L^2(\Omega, \mathcal{S})} \leq \|S\|\|\tau\|_{L^2(\Omega, \mathcal{M})}$, so $\|y^S\|_{Y^S} \leq M_S\|y^u\|_{Y^u}$ where $M_S = \max\{\|\mathcal{S}\|, 1\}$. The distributional identity $\varepsilon(u, \text{div } \tau)_\Omega = (\nabla u, \tau)_\Omega$ holds because $u \in H^1(\Omega)$ and $\tau \in H^1(\text{div }, \Omega)$, and implies that $b^u_0(\bar{x}, y^u) = b^u_0(x, y^S)$. Hence,

$$\gamma^u \|\bar{x}\|_{X^S} \leq \sup_{y^u \in Y^u \setminus \{0\}} \frac{|b^u_0(\bar{x}, y^u)|}{\|y^u\|_{Y^u}} \leq \sup_{y^u \in Y^u \setminus \{0\}} \frac{|b^u_0(x, y^S)|}{\|y^S\|_{Y^S}} \leq \sup_{y^u \in Y^u \setminus \{0\}} \frac{|b^u_0(x, y^S)|}{\|y^u\|_{Y^u}}.$$

It remains to find a bound for $\|\varepsilon(u)\|_{L^2(\Omega, \mathcal{S})}$. Let $y_0 = (S : \tau_0, 0, 0) \in Y^S$ for $\tau_0 \in L^2(\Omega, \mathcal{S})$, so that $\|y_0\|_{Y^S} \leq \|S\|\|\tau\|_{L^2(\Omega, \mathcal{S})}$. Notice $(\varepsilon(u), \tau_0)_\Omega = (\sigma, S : \tau_0)_\Omega - b^S_0(x, y_0)$. Therefore,

$$\|\varepsilon(u)\|_{L^2(\Omega, \mathcal{S})} \leq \sup_{S \in L^2(\Omega, \mathcal{S}), \{0\}} \frac{|(\varepsilon(u), \tau_0)_\Omega|}{\|\tau_0\|_{L^2(\Omega, \mathcal{S})}} \leq \sup_{S \in L^2(\Omega, \mathcal{S}), \{0\}} \frac{|b^S_0(x, y_0) - (\sigma, S : \tau_0)_\Omega|}{\|S\|_{L^2(\Omega, \mathcal{S})}} \leq \sup_{S \in L^2(\Omega, \mathcal{S}), \{0\}} \frac{|b^S_0(x, y_0)|}{\|y_0\|_{Y^S}} + \|S\|\|\sigma\|_{L^2(\Omega, \mathcal{S})},$$

where it is used that $S$ is bijective on $L^2(\Omega, \mathcal{S})$. Using that $\|\sigma\|_{L^2(\Omega, \mathcal{S})} \leq \|x\|_{X^S}$, the existence of the inf-sup constant $\gamma^S > 0$ defined by $(\gamma^S)^{-2} = \|S\|^{-2}(1 + \frac{M_S}{\gamma^S})^2 + \left(\frac{1}{\gamma^S}\right)^2$ is ensured.

$(\mathcal{M}_5) \Rightarrow (\mathcal{S}_5)$: This is proved analogously to $(\mathcal{M}) \Rightarrow (\mathcal{S})$. 39
\((\mathcal{U}) \Rightarrow (D)\): The inf-sup constant of \((\mathcal{U})\), \(\gamma^U > 0\), is assumed to exist. Let \(x = (\sigma, u) \in X^\mathcal{U}, \bar{x} = (x, \frac{1}{2}(\nabla u - \nabla u^T)) \in X^\mathcal{U}, y_\mathcal{U} = (\tau, v) \in Y^\mathcal{U}, y_\mathcal{S} = (S: \tau, v) \in Y^\mathcal{S}\), and \(y_0 = (S: \tau_0, 0) \in Y^\mathcal{S}\) for \(\tau_0 \in L^2(\Omega; \mathbb{S})\). The proof is then the same as that for \((\mathcal{M}) \Rightarrow (S)\), but replacing \(\mathcal{M}\) by \(\mathcal{U}\) and \(\mathcal{S}\) by \(\mathcal{D}\).

\((D) \Rightarrow (P)\): Assume the inf-sup constant \(\gamma^\mathcal{D} > 0\) exists. Let \(x = u \in X^\mathcal{D}, \bar{x} = (C : \nabla u, x) \in X^\mathcal{D}\), \(y = v \in Y^\mathcal{D}\) and \(\bar{y} = (\tau, v) \in Y^\mathcal{D}\), so that \(||x||_{X^\mathcal{D}} \leq ||\bar{x}||_{X^\mathcal{D}}\) and \(||y||_{Y^\mathcal{D}} \leq ||\bar{y}||_{Y^\mathcal{D}}\). Clearly it holds that \(b^\mathcal{D}_0(\bar{x}, \bar{y}) = b^\mathcal{D}_0(x, y)\). Then,
\[
\gamma^\mathcal{D} \|x\|_{X^\mathcal{D}} \leq \gamma^\mathcal{D} \|\bar{x}\|_{X^\mathcal{D}} \leq \sup_{\bar{y} \in Y^\mathcal{D} \setminus \{0\}} \frac{|b^\mathcal{D}_0(\bar{x}, \bar{y})|}{\|\bar{y}\|_{Y^\mathcal{D}}} = \sup_{\bar{y} \in Y^\mathcal{D} \setminus \{0\}} \frac{|b^\mathcal{D}_0(x, y)|}{\|\bar{y}\|_{Y^\mathcal{D}}} \leq \sup_{\bar{y} \in Y^\mathcal{D} \setminus \{0\}} \frac{b^\mathcal{D}_0(x, y)}{\|\bar{y}\|_{Y^\mathcal{D}}},
\]
so that the desired inf-sup constant \(\gamma^\mathcal{P} = \gamma^\mathcal{D} > 0\) exists and \((P)\) is well-posed.

\((P) \Rightarrow (S)\): The inf-sup constant \(\gamma^\mathcal{P} > 0\) is assumed to exist. Let \(x = u \in X^\mathcal{P}, \bar{x} = (\sigma, x) \in X^\mathcal{S}\), \(y = v \in Y^\mathcal{P}\) and \(\bar{y}_\mathcal{P} = (-\varepsilon(v), v, \frac{1}{2}(\nabla v - \nabla v^T)) \in Y^\mathcal{S}\). Then, notice that \(||y||_{Y^\mathcal{P}} = ||\bar{y}_\mathcal{P}||_{Y^\mathcal{S}}\) and that \(||\bar{x}||^2_{X^\mathcal{S}} = ||x||^2_{X^\mathcal{P}} + ||\sigma||^2_{H(\text{div}, \Omega)}\). A careful calculation yields \(b^\mathcal{P}_0(\bar{x}, \bar{y}_\mathcal{P}) = b^\mathcal{P}_0(x, y)\). Therefore,
\[
\gamma^\mathcal{P} \|x\|_{X^\mathcal{P}} \leq \gamma^\mathcal{S} \|\bar{x}\|_{X^\mathcal{S}} \leq \sup_{\bar{y} \in Y^\mathcal{S} \setminus \{0\}} \frac{|b^\mathcal{S}_0(\bar{x}, \bar{y})|}{\|\bar{y}\|_{Y^\mathcal{S}}} = \sup_{\bar{y} \in Y^\mathcal{S} \setminus \{0\}} \frac{|b^\mathcal{P}_0(x, y)|}{\|\bar{y}\|_{Y^\mathcal{S}}} \leq \sup_{\bar{y} \in Y^\mathcal{S} \setminus \{0\}} \frac{b^\mathcal{S}_0(\bar{x}, \bar{y})}{\|\bar{y}\|_{Y^\mathcal{S}}}. \]
Next, consider \(\xi \in L^2(\Omega; \mathbb{M})\) which is decomposed into \(\xi_\mathcal{S} = \frac{1}{2}(\xi + \xi^T)\) and \(\xi_\mathcal{A} = \frac{1}{2}(\xi - \xi^T)\), and let \(\bar{\gamma}_\mathcal{S} = (\xi_\mathcal{S}, 0, \xi_\mathcal{A})\), so that \(||\xi||_{L^2(\Omega, \mathbb{M})} = ||\bar{\gamma}_\mathcal{S}||_{Y^\mathcal{S}}\). Notice that \(b^\mathcal{S}_0(\bar{x}, \bar{\gamma}_\mathcal{S}) = (\sigma, \xi_\Omega) - (C : \nabla u, \xi_\mathcal{S})_{\Omega}\). Hence,
\[
||\sigma||_{L^2(\Omega; \mathbb{M})} = \sup_{\xi \in L^2(\Omega; \mathbb{M}) \setminus \{0\}} \frac{|(\sigma, \xi)_{\Omega}|}{||\xi||_{L^2(\Omega, \mathbb{M})}} = \sup_{\xi \in L^2(\Omega; \mathbb{M}) \setminus \{0\}} \frac{|b^\mathcal{S}_0(\bar{x}, \bar{\gamma}_\mathcal{S}) + (C : \nabla u, \xi_\mathcal{S})_{\Omega}|}{||\bar{\gamma}_\mathcal{S}||_{Y^\mathcal{S}}} \leq \frac{b^\mathcal{S}_0(\bar{x}, \bar{\gamma}_\mathcal{S})}{||\bar{\gamma}_\mathcal{S}||_{Y^\mathcal{S}}} + \sup_{\xi \in L^2(\Omega; \mathbb{M}) \setminus \{0\}} \frac{|(C : \nabla u, \xi_\mathcal{S})_{\Omega}|}{||\xi||_{L^2(\Omega, \mathbb{M})}} \leq \frac{b^\mathcal{S}_0(\bar{x}, \bar{\gamma}_\mathcal{S})}{||\bar{\gamma}_\mathcal{S}||_{Y^\mathcal{S}}} + ||C : \nabla u||_{L^2(\Omega; \mathbb{S})} \leq \sup_{\bar{y} \in Y^\mathcal{S} \setminus \{0\}} \frac{|b^\mathcal{S}_0(\bar{x}, \bar{y})|}{||\bar{y}||_{Y^\mathcal{S}}} + ||C|| \|x\|_{X^\mathcal{P}}.
\]
Finally, let \(\bar{y}_0 = (0, v, 0) \in Y^\mathcal{S}\) so that \(||\bar{y}_0||^2_{Y^\mathcal{S}} = ||v||^2_{L^2(\Omega)}\) and \(-(\text{div} \sigma, v)_{\Omega} = b^\mathcal{S}_0(\bar{x}, \bar{y}_0)\). Then,
\[
||\text{div} \sigma||_{L^2(\Omega)} = \sup_{v \in L^2(\Omega) \setminus \{0\}} \frac{|(\text{div} \sigma, v)_{\Omega}|}{||v||_{L^2(\Omega)}} = \sup_{v \in L^2(\Omega) \setminus \{0\}} \frac{|b^\mathcal{S}_0(\bar{x}, \bar{y}_0)|}{||\bar{y}_0||_{Y^\mathcal{S}}} \leq \sup_{\bar{y} \in Y^\mathcal{S} \setminus \{0\}} \frac{|b^\mathcal{S}_0(\bar{x}, \bar{y})|}{||\bar{y}||_{Y^\mathcal{S}}}.
\]
Therefore, the inf-sup constant \(\gamma^\mathcal{S} > 0\) exists and is defined by \((\gamma^\mathcal{S})^{-2} = (1 + \frac{||\sigma||^2}{\gamma^\mathcal{P}^2})^2 + \frac{1}{\gamma^\mathcal{P}^2} + 1\). \(\square\)