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#### Abstract

In this article, we present a general methodology to combine the Discontinuous PetrovGalerkin (DPG) method in space and time in the context of methods of lines for transient advection-reaction problems. We first introduce a semidiscretization in space with a DPG method redefining the ideas of optimal testing and practicality of the method in this context. Then, we apply the recently developed DPG-based time-marching scheme, which is of exponential-type, to the resulting system of Ordinary Differential Equations (ODEs). We also discuss how to efficiently compute the action of the exponential of the matrix coming from the space semidiscretization without assembling the full matrix. Finally, we verify the proposed method for 1D+time advection-reaction problems showing optimal convergence rates for smooth solutions and more stable results for linear conservation laws comparing to the classical exponential integrators.
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## 1. Introduction

The Discontinuous Petrov-Galerkin (DPG) methodology was introduced twelve years ago as a discretization method to solve steady-state convection problems [8] employing a marching strategy, solving the problem in mesh layers from the inflow boundary to outflow. The authors proved optimal convergence and approximation properties comparing to the classical Discontinuous-Galerkin (DG) method. Since then, the DPG method has been applied to a wide variety of problems $[10,13,16,24,28,35]$ and has been analyzed over the years by several authors [3, 5, 6, 9]. Recently, Demkowicz and Roberts revisited the method for advection-reaction problems in [17]. We can summarize the general idea behind DPG as follows: it is a discretization method that computes optimal test functions in order to ensure the discrete stability of the problem. One of the most interesting features is that it can be
reinterpreted as a minimum residual method leading to an error representation function, which is the Riesz representation of the residual, the norm of which can be computed locally and used to drive adaptivity $[12,15,34]$.

Recently, we went back to the roots of the method and published a series of articles [30-32] where we extrapolated the ideas of the original DPG work for convection problems to transient Partial Differential Equations (PDEs). The main motivation was that in the context of the method of lines, after semidiscretization in space of a PDE by a Galerkin method, we obtain a system of Ordinary Differential Equations (ODEs) as follows

$$
\left\{\begin{align*}
U^{\prime}(t)+A U(t) & =F(t), \forall t \in[0, T],  \tag{1}\\
U(0) & =U_{0},
\end{align*}\right.
$$

which is essentially a convection-reaction problem in 1D. Although there are previous works on DPG method for transient problems - in the context of space-time [14, 18-20, 23] and finite differences in time together with DPG in space [21, 22, 36] - our perspective was the first one to regard the DPG method itself as a time-integration scheme. Our approach has several appealing benefits, including the simplicity of implementation, unconditional stability and an error representation for adaptivity. The main drawback compared to the space-time approach is that we cannot perform local space-time refinements.

To develop our DPG-based time-marching scheme we first consider a broken ultraweak variational formulation of system (1) introducing new unknowns at each time step (traces). Then, we fix a discrete trial space and we compute the corresponding optimal test functions analytically considering a localizable adjoint norm for the test space. The latter is possible in this context because it is a 1D problem. We proved in [32] that the optimal test functions are exponential-related functions of the matrix $A$ that satisfy the adjoint equation and, therefore, they completely decouple the trace variables from the interiors. In the resulting time-marching scheme we obtain an equation to compute the traces in time (which is equivalent to classical exponential integrators [25-27]) and an additional system to compute the field variables. We proved that our method delivers the $L^{2}$-projection of the analytical solution in the element interiors in time.

The coupling of our DPG time-marching scheme with a Bubnov-Galekin method was straightforward for symmetric variational formulations in space. We then asked ourselves the natural question of how to semidiscretize a non-symmetric and/or non-coercive variational problem with the DPG method in space to obtain a system like (1) and then apply the time-stepping. The key to answering this question was to decouple the idea of optimal testing in space from optimal testing in time. In this work, we answer this question for the transient advection-reaction problem in 1D+time.

We present the semidiscretization in space in three steps that correspond to our original thinking and how we overcome several limitations:

1. We first consider a conforming ultraweak variational formulation of the problem in space. We select the natural Petrov-Galerkin discretization in this case that consists of discontinuous piecewise polynomials of order $p$ for trial and $H^{1}$-conforming polynomials of order $p+1$ vanishing on the outflow boundary. The motivation behind this
setting is that we know from [8] that this choice of spaces corresponds to the optimal testing in the DPG method for pure advection problems in 1D. However, this choice is not generalizable to higher dimensions and it is no longer optimal for other operators.
2. Motivated by step 1 , the second step is to introduce the idea of optimal testing that symmetrizes the spatial operator together with a broken ultraweak variational formulation which is critical to obtain a practical method. Therefore, we introduce interface variables that are, like the fields variables, time-dependent. Finally, as in the classical DPG method, we have two types of optimal test functions and statically condensing the trace variables we obtain a system like (1). However, we obtain a matrix $A$ that is no longer sparse and it is therefore not practical to compute the exponential-like functions with existing algorithms $[1,4,29,33]$.
3. Finally, we redefine the concept of the "practical DPG method" in this context. We show in Section 3 that we need to consider optimal test functions that are orthogonal to the mass matrix in order to obtain a matrix $A$ that only involves the inversion of matrices at the element level.

We show in the numerical results that we obtain optimal convergence rates both in space and time with this method in combination with the DPG time-marching scheme. Moreover, the method presented in this article captures the evolution of transport problems with nonsmooth initial data. In conclusion, we present in this article a general methodology of combining a DPG semidiscretization in space together with exponential-related methods in time. The method is practical in the computational sense and it can easily be generalized to higher dimensions and to other problems.

The article is organized as follows: Section 2 presents the 1D+time model problem we consider in this work. In Section 3 we introduce the semidiscretization in space by three methods: a classical Petrov-Galerkin method, a DPG method and a practical DPG method. We also introduce the test norms we employ to compute the optimal test functions in space. Section 4 provides an overview of the time-marching scheme we developed in our previous works [31, 32] and some comments about how to efficiently compute the exponential of the matrix coming from the space semidiscretization employing existing software. Section 5 proves the consistency of our DPG time-marching approach with steady state solutions. In Section 6 we present the numerical results for 1D+time advection-reaction problems with different regularity in the data. Section 7 summarizes the conclusions and future research lines. Finally, in Appendix A we state the problem of selecting the adjoint graph norm for pure advection problems and in Appendix B we explain how to obtain the system to compute time-dependent traces.

## 2. Model problem

Let $I=(0, T)$ with $T>0$ and $\Omega=(0,1)$; we consider the $1 \mathrm{D}+$ time advection-reaction equation

$$
\left\{\begin{align*}
u_{t}(x, t)+b u_{x}(x, t)+c u(x, t) & =f(x, t), & & \text { in } \Omega \times I  \tag{2}\\
u(0, t) & =g(t), & & \text { in } I \\
u(x, 0) & =u_{0}(x), & & \text { in } \Omega
\end{align*}\right.
$$

where $b$ and $c$ are constants and $f \in L^{2}\left(I ; L^{2}(\Omega)\right), g \in L^{2}(I), u_{0} \in L^{2}(\Omega)$. We are interested in solutions with space-time discontinuities, for example, a discontinuous initial condition $u_{0}$ that propagates in time. In order to capture those discontinuities, we consider ultraweak variational formulations both in space and time in the spirit of the Method of Lines [37], i.e., we discretize in space first and then we discretize the resulting system of Ordinary Differential Equations (ODEs) in time.

## 3. Semidiscretization in space

In this section, we focus on the semidiscretization in space of problem (2). We consider a mesh $\Omega_{h}$ of $\Omega$

$$
\begin{equation*}
0=x_{0}<x_{1}<\ldots<x_{n-1}<x_{n}=1 \tag{3}
\end{equation*}
$$

and we define $\Omega_{i}=\left(x_{i-1}, x_{i}\right), h_{i}=x_{i}-x_{i-1}, \forall i=1, \ldots, n$ and $h=\max _{1 \leq i \leq n} h_{i}$. We denote by $\Gamma_{h}$ the mesh skeleton and $\mathcal{P}^{p}\left(\Omega_{h}\right)$ the space of piecewise polynomials up to order $p$ defined in $\Omega_{h}$. In the notation throughout the article we omit the dependence on the space variable but we maintain the dependence upon time, i.e., we denote $u(t):=u(x, t)$.

We first introduce in Section 3.1 an ultraweak Petrov-Galerkin formulation in space which is only valid for 1D problems. We then introduce in Section 3.2 our DPG formulation in space which can be extended to arbitrary space dimensions and any operator but is not practical for the computation of the exponential. Finally, in Section 3.3 we present our final practical DPG formulation.

### 3.1. PG formulation

We consider test functions in $H^{1}(\Omega)$ vanishing on the outflow boundary

$$
H_{+}^{1}(\Omega):=\left\{v \in H^{1}(\Omega) \mid v(1)=0\right\}
$$

and by integration by parts, we introduce the following ultraweak variational formulation in space

$$
\left\{\begin{array}{rlrl}
\text { Find } u \in C^{1}\left(\bar{I} ; L^{2}(\Omega)\right) \text { s.t. } \forall t \in \bar{I} &  \tag{4}\\
\left(u_{t}(t), v\right)+\mathfrak{b}(u(t), v)=\tilde{f}(t, v), & \forall v \in H_{+}^{1}(\Omega) \\
(u(0), w) & =\left(u_{0}, w\right), & \forall w \in L^{2}(\Omega)
\end{array}\right.
$$

where $(\cdot, \cdot)$ denotes the $L^{2}(\Omega)$ inner product and

$$
\begin{equation*}
\mathfrak{b}(u(t), v):=\left(u(t),-b v_{x}+c v\right), \quad \tilde{f}(t, v):=(f(t), v)+g(t) b v(0) \tag{5}
\end{equation*}
$$

A natural choice for discretizing (4) is

$$
\left\{\begin{align*}
& \text { Find } u_{h} \in C^{1}\left(\bar{I} ; \mathcal{U}_{h}\right) \text { s.t. } \forall t \in \bar{I}  \tag{6}\\
&\left(u_{h, t}(t), v_{h}\right)+\mathfrak{b}\left(u_{h}(t), v_{h}\right)=\tilde{f}\left(t, v_{h}\right), \forall v \in \mathcal{V}_{h}, \\
&\left(u_{h}(0), w_{h}\right)=\left(u_{0}, w_{h}\right), \forall w_{h} \in \mathcal{U}_{h},
\end{align*}\right.
$$

where

$$
\begin{equation*}
\mathcal{U}_{h}:=\mathcal{P}^{p}\left(\Omega_{h}\right), \quad \mathcal{V}_{h}:=\mathcal{P}^{p+1}\left(\Omega_{h}\right) \cap H_{+}^{1}(\Omega) . \tag{7}
\end{equation*}
$$

Here, we have piecewise polynomials of order $p$ for trial and globally continuous piecewise polynomials of order $p+1$ vanishing at the outflow boundary for test functions. We express the solution of (6) as a tensor product

$$
u_{h}(x, t)=\sum_{j=1}^{s} u_{h, j}(t) \phi_{j}(x),
$$

being $s:=n(p+1)=\operatorname{dim}\left(\mathcal{U}_{h}\right), \phi_{j}(x)$ the basis functions in $\mathcal{U}_{h}$. Note that both spaces have the same dimension and therefore, (6) reduces to the following square system of ODEs

$$
\left\{\begin{align*}
M U^{\prime}(t)+K U(t) & =\tilde{F}(t), \forall t \in \bar{I},  \tag{8}\\
M_{0} U(0) & =\tilde{U}_{0},
\end{align*}\right.
$$

where $U(t)$ is the vector containing the (time-dependent) degrees of freedom in space, $\tilde{F}(t)$ and $\tilde{U}_{0}$ are the vectors corresponding to the right-hand-side of (6), M and $K$ are the mass and the stiffness matrices between spaces $\mathcal{U}_{h}$ and $\mathcal{V}_{h}$ and $M_{0}$ is the mass matrix corresponding to the trial space. In this case, the matrix $A$ in (1) which we obtain for computing the exponential-related functions is

$$
\begin{equation*}
A=M^{-1} K . \tag{9}
\end{equation*}
$$

We know from [8], that for the steady-state advection problem $\left(u^{\prime}=f\right)$ the optimal choice of spaces in the DPG setting is precisely (7) for the ultraweak variational formulation. We will see in the numerical results in Section 6 that this choice of symmetrizing the operator in space combined with the DPG time-marching scheme delivers superb solutions in the case of the transport problem ( $c=0$ ) with discontinuous initial conditions. However, this choice is only possible for one-dimensional problems as a similar selection in higher space dimensions would lead to a rectangular system of ODEs in (8).

## 3.2. $D P G$ formulation

In the DPG methodology [11], the step of breaking the test spaces is crucial to obtain a practical method. On the other hand, the enrichment of the test space is essential to ensure the stability of the method. In this section, we introduce these ideas and the concept of optimal test functions in space for a broken ultraweak variational formulation of problem (2). We write $\mathcal{U}:=L^{2}(\Omega)$ and $\mathcal{V}:=H^{1}\left(\Omega_{h}\right)$, the $H^{1}$-broken space on the mesh $\Omega_{h}$.

First, we integrate by parts in space and we introduce the time-dependent interface variables

$$
\bar{u}^{i}(t):=u\left(x_{i}, t\right), \forall i=1, \ldots, n
$$

then we obtain

$$
\left\{\begin{align*}
\text { Find } u \in C^{1}(\bar{I} ; \mathcal{U}) \text { and } \bar{u}=\left(\bar{u}^{1}, \ldots, \bar{u}^{n}\right) & \in C(\bar{I}) \text { s.t. } & \forall t \in \bar{I} &  \tag{10}\\
\left(u_{t}(t), v\right)+\mathfrak{b}_{h}(u(t), v)+\langle\bar{u}(t), v\rangle_{\Gamma_{h}} & =\tilde{f}(t, v), & & \forall v \in \mathcal{V} \\
(u(0), w) & =\left(u_{0}, w\right), & & \forall w \in \mathcal{U}
\end{align*}\right.
$$

with $\mathfrak{b}_{h}(\cdot, \cdot)$ refering to (5) element-wise and

$$
\langle\bar{u}(t), v\rangle_{\Gamma_{h}}:=-\sum_{i=1}^{n} \bar{u}^{i}(t) b[v]_{i},
$$

where the jumps terms are $[v]_{i}=v\left(x_{i}^{+}\right)-v\left(x_{i}^{-}\right), \forall i=1, \ldots, n-1$ and $[v]_{n}=-v\left(x_{n}^{-}\right)$.
Selecting in this case

$$
\begin{equation*}
\mathcal{U}_{h}:=\mathcal{P}^{p}\left(\Omega_{h}\right), \quad \mathcal{V}_{h}:=\mathcal{P}^{p+\Delta p}\left(\Omega_{h}\right) \tag{11}
\end{equation*}
$$

with $\Delta p \geq 1$, we obtain from (29) the following system of ODEs

$$
\left\{\begin{align*}
M U^{\prime}(t)+K U(t)+R \bar{u}(t) & =\tilde{F}(t), \forall t \in \bar{I}  \tag{12}\\
M_{0} U(0) & =\tilde{U}_{0}
\end{align*}\right.
$$

where $R$ is the matrix corresponding to the interface contributions. Here, we are slightly abusing notation as matrices $M$ and $K$ in (12) are different from the ones in (8).

The ODE system in (12) is non-square and in order to symmetrize it we need to introduce the idea of optimal testing [10]. Given an inner product $(\cdot, \cdot) \mathcal{V}$ on $\mathcal{V}$, we introduce the optimal test functions corresponding to $u$ and $\bar{u}$ for a fixed $t \in \bar{I}$, respectively, as the solution of the following variational problems

$$
\left\{\begin{array} { l } 
{ \text { Given } \delta u \in \mathcal { U } \text { find } v _ { \delta u } \in \mathcal { V } \text { s.t } }  \tag{13}\\
{ ( v _ { \delta u } , \delta v ) _ { \mathcal { V } } = \mathfrak { b } _ { h } ( \delta u , \delta v ) , \forall \delta v \in \mathcal { V } , }
\end{array} \quad \left\{\begin{array}{l}
\text { Given } \delta \bar{u} \in \mathbb{R}^{n} \text { find } v_{\delta \bar{u}} \in \mathcal{V} \text { s.t } \\
\left(v_{\delta \bar{u}}, \delta v\right)_{\mathcal{V}}=\langle\delta \bar{u}, \delta v\rangle_{\Gamma_{h}}, \forall \delta v \in \mathcal{V}
\end{array}\right.\right.
$$

Discretizing (13) employing (11), we obtain that the optimal test functions for any $\delta u_{h} \in \mathcal{U}_{h}$ and $\delta \bar{u} \in \mathbb{R}^{n}$ are

$$
\begin{equation*}
v_{\delta u_{h}}=G^{-1} K \delta u_{h}, \quad v_{\delta \bar{u}}=G^{-1} R \delta \bar{u} \tag{14}
\end{equation*}
$$

where $G$ is the Gram matrix corresponding to the inner product defined on $\mathcal{V}$.
Finally, the optimal test functions (13) lead to the following square system of ODEs

$$
\left\{\begin{align*}
K^{T} G^{-1} M U^{\prime}(t)+K^{T} G^{-1} K U(t)+K^{T} G^{-1} R \bar{u}(t) & =K^{T} G^{-1} \tilde{F}(t), \forall t \in \bar{I},  \tag{15}\\
R^{T} G^{-1} M U^{\prime}(t)+R^{T} G^{-1} K U(t)+R^{T} G^{-1} R \bar{u}(t) & =R^{T} G^{-1} \tilde{F}(t), \\
M_{0} U(0) & =\tilde{U}_{0},
\end{align*}\right.
$$

and statically condensing the interface variables we obtain the final system of ODEs

$$
\left\{\begin{align*}
K^{T} S_{1} M U^{\prime}(t)+K^{T} S_{1} K U(t) & =K^{T} S_{1} \tilde{F}(t), \forall t \in \bar{I}  \tag{16}\\
M_{0} U(0) & =\tilde{U}_{0}
\end{align*}\right.
$$

where

$$
\begin{equation*}
S_{1}=G^{-1}-G^{-1} R\left(R^{T} G^{-1} R\right)^{-1} R^{T} G^{-1} \tag{17}
\end{equation*}
$$

and the matrix $A$ we obtain in (1) is

$$
\begin{equation*}
A=\left(K^{T} S_{1} M\right)^{-1} K^{T} S_{1} K \tag{18}
\end{equation*}
$$

Here, matrices $K, M$ and $G$ are block diagonal but $R$ is not; it is a more general sparse matrix. Therefore, matrix $A$ in (18) involves computing the inverse of a large fully populated matrix which is not practical.

### 3.3. Practical DPG formulation

In order to overcome the problem with the inversion, we maintain the optimal test function $v_{\delta u}$ for the fields in (13) and we introduce new optimal test functions for the interface variables that are orthogonal to the mass matrix $M$ :

$$
\left\{\begin{array}{cl}
\text { Given } \delta \bar{u} \in \mathbb{R}^{n} \text { find } v_{\delta \bar{u}} \in \mathcal{V} \text { and } u \in \mathcal{U} \text { s.t }  \tag{19}\\
\left(v_{\delta \bar{u}}, \delta v\right)_{\mathcal{V}}-\mathfrak{b}_{h}(u, \delta v)=\langle\delta \bar{u}, \delta v\rangle_{\Gamma_{h}}, & \forall \delta v \in \mathcal{V} . \\
\left(\delta u, v_{\delta \bar{u}}\right)=0, & \forall \delta u \in \mathcal{U} .
\end{array}\right.
$$

Here, we are augmenting space of optimal test functions corresponding to fields with particular test functions that are orthogonal to the mass matrix. Comparing to (13), we are essentially changing the basis but not the optimal test space. Discretizing (19) with (11) we obtain that $v_{\delta \bar{u}}=S_{2}^{T} R \delta \bar{u}$ where

$$
\begin{equation*}
S_{2}=G^{-1}-G^{-1} M\left(K^{T} G^{-1} M\right)^{-1} K^{T} G^{-1} \tag{20}
\end{equation*}
$$

which leads to the following system of ODEs

$$
\left\{\begin{align*}
K^{T} G^{-1} M U^{\prime}(t)+K^{T} G^{-1} K U(t)+K^{T} G^{-1} R \bar{u}(t) & =K^{T} G^{-1} \tilde{F}(t), \forall t \in \bar{I}  \tag{21}\\
R^{T} S_{2} K U(t)+R^{T} S_{2} R \bar{u}(t) & =R^{T} S_{2} \tilde{F}(t) \\
M_{0} U(0) & =\tilde{U}_{0}
\end{align*}\right.
$$

and again, statically condensing the interface variables

$$
\begin{equation*}
\bar{u}(t)=\left(R^{T} S_{2} R\right)^{-1}\left(R^{T} S_{2} \tilde{F}(t)-R^{T} S_{2} K U(t)\right) \tag{22}
\end{equation*}
$$

we obtain the final system of ODEs

$$
\left\{\begin{align*}
K^{T} G^{-1} M U^{\prime}(t)+K^{T} S_{3} K U(t) & =K^{T} S_{3} \tilde{F}(t), \forall t \in \bar{I}  \tag{23}\\
M_{0} U(0) & =\tilde{U}_{0}
\end{align*}\right.
$$

where

$$
\begin{equation*}
S_{3}=G^{-1}-G^{-1} R\left(R^{T} S_{2} R\right)^{-1} R^{T} S_{2} \tag{24}
\end{equation*}
$$

and the matrix we obtain in (1) is

$$
\begin{equation*}
A=\left(K^{T} G^{-1} M\right)^{-1} K^{T} S_{3} K \tag{25}
\end{equation*}
$$

Here, the inversion of matrix $K^{T} G^{-1} M$ can be computed locally. We will discuss in Section 4.2 how we can compute the exponential of (25) efficiently without assembling the full matrix $A$.

Remark 1. Note that if we restrict methods (18) and (25) to the conforming case, i.e, selecting for $\mathcal{V}_{h}$ polynomials in $H_{+}^{1}(\Omega)$ with $\Delta p=1$ then $R=0, M$ and $K$ are square matrices and we recover matrix (9).

### 3.4. Selection of the inner product

In the definition of the optimal test functions (13) and (19), we need to select an inner product in $\mathcal{V}$. We focus on two norms: the adjoint graph norm that is usually employed in DPG for the ultraweak variational setting

$$
\begin{equation*}
\|v\|_{\mathcal{V}}^{2}=\sum_{i=1}^{n}\|v\|_{\Omega_{i}}^{2}+\left\|-b v_{x}+c v\right\|_{\Omega_{i}}^{2} \tag{26}
\end{equation*}
$$

and also the following localizable adjoint norm motivated by [32]

$$
\begin{equation*}
\|v\|_{\mathcal{V}}^{2}=\sum_{i=1}^{n}\left\|-b v_{x}+c v\right\|_{\Omega_{i}}^{2}+b\left|v\left(x_{i}^{-}\right)\right|^{2} \tag{27}
\end{equation*}
$$

where $\|\cdot\| \|_{\Omega_{i}}$ denotes the $L^{2}$-norm over each element $\Omega_{i}$. In higher space dimensions, (27) corresponds to adding the outflow contribution as in [8].

In the case of pure advection $(c=0)$, we select norm (27) because the adjoint graph norm (26) leads a singular $K^{T} G^{-1} M$ matrix in (25) (see Appendix A).

## 4. Semidiscretization in time

We now define a mesh $I_{\tau}$ of $I$

$$
0=t_{0}<t_{1}<\ldots<t_{m-1}<t_{m}=1
$$

where $I_{k}=\left(t_{k-1}, t_{k}\right)$ and $\tau_{k}=t_{k}-t_{k-1}, \forall k=1, \ldots, m$ and $\tau=\max _{1 \leq k \leq m} \tau_{k}$. We denote by $\Gamma_{\tau}$ the mesh skeleton in time. In this section, we include a brief summary of the DPG time-marching scheme introduced in [32]. We then discuss the efficiency of computing the $\varphi$-function of matrix $A$ in (25).

## 4.1. $D P G$ time-marching scheme

We focus on system (1) being

$$
\begin{equation*}
A=\left(K^{T} G^{-1} M\right)^{-1} K^{T} S_{3} K, \quad F(t)=\left(K^{T} G^{-1} M\right)^{-1} K^{T} S_{3} \tilde{F}(t), \quad U_{0}=M_{0}^{-1} \tilde{U}_{0} \tag{28}
\end{equation*}
$$

from the DPG semidiscretization introduced Section 3.3. We denote by $\mathbb{U}:=L^{2}\left(I, \mathbb{R}^{s}\right)$ and $\mathbb{V}:=H^{1}\left(I_{\tau}, \mathbb{R}^{s}\right)$ and we consider the following broken ultraweak variational formulation in time

$$
\left\{\begin{align*}
\text { Find } U \in \mathbb{U} \text { and } \hat{U} & =\left(\hat{U}^{1}, \ldots, \hat{U}^{m}\right) \in \mathbb{R}^{s \times m} \text { s.t. }  \tag{29}\\
B_{\tau}(U, V)+\langle\hat{U}, V\rangle_{\Gamma_{\tau}} & =\int_{I}(F(t), V) d t+U_{0} V(0), \quad \forall V \in \mathbb{V}
\end{align*}\right.
$$

where

$$
B_{\tau}(U, V)+\langle\hat{U}, V\rangle_{\Gamma_{\tau}}:=\sum_{k=1}^{m} \int_{I_{k}}\left(U,-V^{\prime}+A^{T} V\right) d t-\left(\hat{U}^{k},[V]_{k}\right)
$$

Here, $(\cdot, \cdot)$ denotes the usual dot product in $\mathbb{R}^{s}$ and $[V]_{k}=V\left(t_{k}^{+}\right)-V\left(t_{k}^{-}\right), \forall k=1, \ldots, m-1$ and $[V]_{m}=-V\left(t_{m}^{-}\right)$.

Similar to (13), we define the optimal test functions in time as

$$
\left\{\begin{array} { l } 
{ \text { Given } \delta U \in \mathbb { U } \text { find } V _ { \delta u } \in \mathbb { V } \text { s.t } }  \tag{30}\\
{ ( V _ { \delta u } , \delta V ) _ { \mathbb { V } } = B _ { \tau } ( \delta U , \delta V ) , \forall \delta V \in \mathbb { V } , }
\end{array} \quad \left\{\begin{array}{c}
\text { Given } \delta \hat{U} \in \mathbb{R}^{s \times m} \text { find } V_{\delta \hat{U}} \in \mathbb{V} \text { s.t } \\
\left(V_{\delta \hat{U}}, \delta V\right)_{\mathbb{V}}=\langle\delta \hat{U}, \delta V\rangle_{\Gamma_{h}}, \forall \delta V \in \mathbb{V}
\end{array}\right.\right.
$$

where the inner product is

$$
\begin{equation*}
\|V\|_{\mathbb{V}}^{2}=\sum_{k=1}^{m}\left\|-V^{\prime}+A^{T} V\right\|_{I_{k}}^{2}+\left|V\left(t_{k}^{-}\right)\right|^{2} \tag{31}
\end{equation*}
$$

where $\|\cdot\|_{I_{k}}$ denotes the $L^{2}$-norm over each time interval $I_{k}$. In this case, as (30) is essentially a 1 D problem, we compute the optimal test functions analytically. Therefore, approximating the field variables with piecewise polynomials of order $q$, i.e.,

$$
\begin{equation*}
U(t)_{\left.\right|_{I_{k}}} \approx U_{\tau}^{k}(t):=\sum_{l=0}^{q} U_{\tau, l}^{k}\left(\frac{t-t_{k-1}}{\tau_{k}}\right)^{l}, \forall k=1, \ldots, m \tag{32}
\end{equation*}
$$

we obtain the following optimal test functions defined recursively at each time interval $\forall k=1, \ldots, m$ as

$$
\left\{\begin{align*}
\hat{V}^{k}\left(A^{T}, t\right) & =e^{A^{T}\left(t-t_{k}\right)},  \tag{33}\\
V_{r}^{k}\left(A^{T}, t\right) & =\left(A^{T}\right)^{-1}\left(\left(\frac{t-t_{k-1}}{\tau_{k}}\right)^{r} I_{s}+\frac{r}{\tau_{k}} V_{r-1}^{k}\left(A^{T}, t\right)-\hat{V}^{k}\left(A^{T}, t\right)\right), \quad \forall r=0, \ldots, q
\end{align*}\right.
$$

where $I_{s}$ denotes the identity matrix of order $s, \hat{V}^{k}$ are the optimal test functions corresponding to the trace variables $\hat{U}^{k}$ and $V_{r}^{k}$ are the optimal test functions corresponding to
the fields. We know from [32] that functions (33) satisfy the adjoint equation and that they decouple the trace variables from the fields obtaining the final time-stepping scheme

$$
\left\{\begin{align*}
\hat{U}^{k} & =\hat{V}\left(A, t_{k-1}\right) \hat{U}^{k-1}+\int_{I_{k}} \hat{V}(A, t) F(t) d t,  \tag{34}\\
\sum_{l=0}^{q} U_{\tau, l}^{k} \int_{I_{k}}\left(\frac{t-t_{k-1}}{\tau_{k}}\right)^{l+r} d t & =V_{r}^{k}\left(A, t_{k-1}\right) \hat{U}^{k-1}+\int_{I_{k}} V_{r}^{k}(A, t) F(t) d t, \forall r=0, \ldots, q,
\end{align*}\right.
$$

where $\hat{U}^{0}=U_{0}$.
Figure 1 illustrates a single space-time element employing quadratic polynomials for space discretization and piecewise linear functions for the time-marching scheme. Here, we have space-time field variables, traces in time that depend upon space and traces in space that depend upon time.


Figure 1: Space-time element with quadratic polynomials in space and linear polynomials in time. We denote here by $u(x, t)$ the field variables, $\hat{u}(x)$ the trace variables in time that depend upon space and $\bar{u}(t)$ the interface variables in space that depend upon time.

Remark 2. In practice, we do not compute explicitly the traces in space (22). Their influence is implicit in the matrix $A$. In order to obtain an explicit system of equations to compute $\bar{u}$, we can consider a broken variational formulation in time directly in system (21). In this case, additionally to (33), we have optimal test functions corresponding to $\bar{u}$ (see Appendix B).

### 4.2. Computing the exponential

Time-marching scheme (34) involves computing exponential-related functions of matrix $A$ in (25). In [32], we proved that the optimal test functions in (33) can be expressed in
terms of the so-called $\varphi$-functions usually employed in exponential time integrators

$$
\left\{\begin{array}{l}
\varphi_{0}(z)=e^{z},  \tag{35}\\
\varphi_{q}(z)=\int_{0}^{1} e^{(1-\theta) z} \frac{\theta^{q-1}}{(q-1)!} d \theta, \forall q \geq 1,
\end{array}\right.
$$

which satisfy the following recurrence formula

$$
\begin{equation*}
\varphi_{q+1}(z)=\frac{1}{z}\left(\varphi_{q}(z)-\frac{1}{q!}\right) . \tag{36}
\end{equation*}
$$

For example, the lowest order $(r=0)$ case in (34) reads

$$
\left\{\begin{align*}
\hat{U}^{k} & =\hat{U}^{k-1}+\tau_{k} \varphi_{1}\left(-\tau_{k} A\right)\left(F\left(t_{k-1}\right)-A \hat{U}^{k-1}\right),  \tag{37}\\
U_{\tau, 0}^{k} & =\varphi_{1}\left(-\tau_{k} A\right) \hat{U}^{k-1}+\tau_{k} \varphi_{2}\left(-\tau_{k} A\right) F\left(t_{k-1}\right) .
\end{align*}\right.
$$

Here, we obtain the classical Exponential Euler method for the trace variables.
There exists a wide variety of software to approximate the action of $\varphi$-functions over vectors [4, 29, 33]. We employ the routine introduced by Al-Mohy et. al. in [1] which is based in the following result

Theorem 1. Let $A \in \mathbb{R}^{s \times s}, W=\left[w_{1}, \ldots, w_{q}\right] \in \mathbb{R}^{s \times q}$, and

$$
\tilde{A}=\left[\begin{array}{cc}
A & W \\
0 & J
\end{array}\right] \in \mathbb{R}^{(s+q) \times(s+q)}, \quad J=\left[\begin{array}{cc}
0 & I_{q-1} \\
0 & 0
\end{array}\right] \in \mathbb{R}^{q \times q} ;
$$

it holds that

$$
\begin{equation*}
e^{\tilde{A}} b_{j}(1: s)=\sum_{l=1}^{j} \varphi_{l}(A) w_{j-l+1}, \quad \forall j=1, \ldots, q, \tag{38}
\end{equation*}
$$

$b_{j}$ being the $j$-vector in the canonical basis in $\mathbb{R}^{s}$.
Proof. See [1] Theorem 2.1.
In (38), notation (1:s) denotes the first $s$ entries of vector $e^{\tilde{A}} b_{j}$. Therefore, the computation of linear combinations of actions of $\varphi$-functions over vectors as in (37), is simplified to the action of a single exponential of a slightly larger matrix $\tilde{A}$.

The strategy in [1] to compute the action of the exponential is based on the squaring and scaling algorithm

$$
e^{\tilde{A}} b_{j} \approx\left(T_{m}\left(\frac{1}{\sigma} \tilde{A}\right)\right)^{\sigma} b_{j}
$$

being $T_{m}$ a truncated Taylor series. The values of $m$ and $\sigma$ are selected based on the 1-norm of matrix $\tilde{A}$ and the algorithm performs matrix-vector multiplications.

In the method presented in Section 3.3, matrix A (25), involves matrices (20) and (24). In (11), we denote by $s:=\operatorname{dim}\left(\mathcal{U}_{h}\right)$ and $r:=\operatorname{dim}\left(\mathcal{V}_{h}\right)$, where $r \gg s$ and we have that

$$
M, K \in \mathbb{R}^{r \times s}, \quad G \in \mathbb{R}^{r \times r}, \quad R \in \mathbb{R}^{r \times n}
$$

$n$ being the number of interface variables in space. In (20), matrix $S_{2} \in \mathbb{R}^{r \times r}$ is given by a product of block diagonal matrices so it can be computed element-wise. Then, we can rewrite the final matrix of the system as

$$
\begin{equation*}
A=\underbrace{\left(K^{T} G^{-1} M\right)^{-1} K^{T} G^{-1} K}_{A_{1}}-(\underbrace{\left.K^{T} G^{-1} M\right)^{-1} K^{T} G^{-1} R}_{A_{2}} \underbrace{\left(R^{T} S_{2} R\right)^{-1}}_{A_{3}} \underbrace{R^{T} S_{2} K}_{A_{4}} \tag{39}
\end{equation*}
$$

where

- $A_{1} \in \mathbb{R}^{s \times s}$ is block diagonal.
- $A_{2} \in \mathbb{R}^{s \times n}$ and $A_{4} \in \mathbb{R}^{n \times s}$ are dense but thin.
- $A_{3} \in \mathbb{R}^{n \times n}$ is dense but small.

On the other hand, we know that

$$
\|\tilde{A}\|_{1}= \begin{cases}\max \left(\|A\|_{1},\|W\|_{1}\right), & \text { if } q=1 \\ \max \left(\|A\|_{1},\|W\|_{1}+1\right), & \text { if } q \geq 2\end{cases}
$$

and from the properties of the 1-norm we know

$$
\|A\|_{1} \leq\left\|A_{1}\right\|_{1}+\left\|A_{2}\right\|_{1}\left\|A_{3}\right\|_{1}\left\|A_{4}\right\|_{1}
$$

where $\left\|A_{1}\right\|_{1}$ can be computed block-wise.
In conclusion, we can perform matrix-vector products and estimation of the norm of $\tilde{A}$ needed to compute the right-hand-side of (34), in terms of the four matrices defined in (39). In other words, we can compute the actions of $\varphi$-functions of $A$ without assembling the matrix $A$ itself.

Remark 3. We select monomials in the time discretization (32) for the field variables because the relation between the corresponding optimal test functions and the $\varphi$-functions is simpler from the definition in (35). However, other basis functions in time can be considered.

## 5. Consistency with steady-state solutions

In this section, we study the consistency of our time-marching scheme with steady-state solutions. In other words, if we consider an ultraweak DPG approximation of the steadystate advection-reaction equation, we shall recover the same solution if we solve system (1) with the steady-state data (time-independent source and initial condition).

We first consider the steady-state problem

$$
\left\{\begin{align*}
b u^{\prime}(x)+c u(x) & =f(x), \quad \text { in } \Omega  \tag{40}\\
u(0) & =g
\end{align*}\right.
$$

The ultraweak DPG solution $\left\{U_{h}, \bar{u}_{h}\right\}$ of (40) reads

$$
\left[\begin{array}{cc}
K^{T} G^{-1} K & K^{T} G^{-1} R  \tag{41}\\
R^{T} G^{-1} K & R^{T} G^{-1} R
\end{array}\right]\left[\begin{array}{c}
U_{h} \\
\bar{u}_{h}
\end{array}\right]=\left[\begin{array}{c}
K^{T} G^{-1} \tilde{F}_{h} \\
R^{T} G^{-1} \tilde{F}_{h}
\end{array}\right]
$$

and, therefore, $U_{h}=\left(K^{T} S_{1} K\right)^{-1} K^{T} S_{1} \tilde{F}_{h}$ with $S_{1}$ defined in (17). Now, we solve the following system of ODEs with the DPG time-marching scheme (34)

$$
\left\{\begin{align*}
U^{\prime}(t)+A U(t) & =F_{h}, \forall t \in \bar{I}  \tag{42}\\
U(0) & =U_{h}
\end{align*}\right.
$$

where $A=\left(K^{T} S_{1} M\right)^{-1} K^{T} S_{1} K$ and $S_{1}$ are defined as in Section 3.2 and $F_{h}:=\left(K^{T} S_{1} M\right)^{-1} K^{T} S_{1} \tilde{F}_{h}$. Note that

$$
F_{h}=\left(K^{T} S_{1} M\right)^{-1} K^{T} S_{1} \tilde{F}_{h}=\left(K^{T} S_{1} M\right)^{-1} K^{T} S_{1} K U_{h}=A U_{h}
$$

We focus on (34) for a single time $(m=T=1)$ step to verify that we recover the DPG solution $U_{h}$. Here, $F_{h}$ is time-independent, so for the first equation of (34) we obtain

$$
\begin{aligned}
\hat{U}^{1} & =\hat{V}(A, 0) U_{h}+\int_{0}^{1} \hat{v}(A, t) d t F_{h}=e^{-A} U_{h}+\int_{0}^{1} e^{A(t-1)} d t F_{h} \\
& =e^{-A} U_{h}+A^{-1}\left(I-e^{-A}\right) F_{h}=e^{-A} U_{h}+A^{-1}\left(I-e^{-A}\right) A U_{h}=U_{h}
\end{aligned}
$$

therefore, we have $\hat{U}^{1}=U_{h}$. Similarly, for the field variables

$$
\sum_{l=0}^{q} \frac{1}{l+r+1} U_{\tau, l}^{1}=V_{r}^{1}(A, 0) U_{h}+\int_{0}^{1} V_{r}^{1}(A, t) d t F_{h}, \forall r=0, \ldots, q
$$

and we know from [32] the following relations

$$
V_{r}^{1}(A, 0)=\sum_{j=0}^{r} \frac{r!}{j!}(-1)^{r-j} \varphi_{r-j+1}(-A), \quad \int_{0}^{1} V_{r}^{1}(A, t) d t=\sum_{j=0}^{r} \frac{r!}{j!}(-1)^{r-j} \varphi_{r-j+2}(-A)
$$

Therefore, from $F_{h}=A U_{h}$ we have that

$$
\sum_{l=0}^{q} \frac{1}{l+r+1} U_{\tau, l}^{1}=\sum_{j=0}^{r} \frac{r!}{j!}(-1)^{r-j}\left(\varphi_{r-j+1}(-A)+\varphi_{r-j+2}(-A) A\right) U_{h}, \forall r=0, \ldots, q
$$

and from recurrence relation (36)

$$
\sum_{l=0}^{q} \frac{1}{l+r+1} U_{\tau, l}^{1}=\sum_{j=0}^{r} \frac{r!}{j!}(-1)^{r-j} \frac{1}{(r-j+1)!} U_{h}, \forall r=0, \ldots, q
$$

We observe that

$$
\begin{aligned}
\sum_{j=0}^{r} \frac{r!}{j!}(-1)^{r-j} \frac{1}{(r-j+1)!} & =\frac{1}{r+1} \sum_{j=0}^{r}\binom{r+1}{j}(-1)^{r-j}=\frac{1}{r+1}\left((-1)^{r}+\sum_{j=1}^{r}\binom{r+1}{j}(-1)^{r-j}\right) \\
& =\frac{1}{r+1}\left((-1)^{r}+\sum_{j=1}^{r}\left[\binom{r}{j}+\binom{r}{j-1}\right](-1)^{r-j}\right) \\
& =\frac{1}{r+1}\left((-1)^{r}+\sum_{j=1}^{r}\binom{r}{j}(-1)^{r-1}+\sum_{j=0}^{r-1}\binom{r}{j}(-1)^{r-j+1}\right) \\
& =\frac{1}{r+1}\left((-1)^{r}+1+(-1)^{r+1}\right)=\frac{1}{r+1},
\end{aligned}
$$

and finally,

$$
\sum_{l=0}^{q} \frac{1}{l+r+1} U_{\tau, l}^{1}=\frac{1}{r+1} U_{h}, \forall r=0, \ldots, q,
$$

which implies that $U_{\tau, 0}^{1}=U_{h}$ and $U_{\tau, l}^{1}=0, \forall l=1, \ldots, q$. In conclusion, extending this reasoning to an arbitrary number of time steps we have that

$$
\hat{U}^{k}=U_{\tau, 0}^{k}=U_{h}, \quad U_{\tau, l}^{k}=0, \quad \forall l=1, \ldots, q, \quad \forall k=1, \ldots, m
$$

i.e., we recover the DPG solution from the steady-state problem for both trace and field variables in time.

Remark 4. In order to recover the steady-state $D P G$ solution from the practical method defined in Section 3.3, we would need to consider a DPG method to discretize (40) with the particular optimal test functions defined in (19).

## 6. Numerical results

In this section, we show the performance of the semidiscretizations presented in Section 3 together with the DPG time-marching scheme from Section 4.1. We first mention some observations from computations:

- The practical DPG method presented in Section 3.3 delivers the same solution as the classical DPG discretization from Section 3.2 for any problem.
- For convection-reaction problems we do not observe any difference between employing the localizable norm (27) or the adjoint graph norm (26). For pure convection problems, we consider norm (27) to ensure that we obtain non-singular matrices.
- In pure convection problems, the three discretizations in Section 3 deliver the same solution. This is consistent with the fact that the space in 3.1 corresponds to the optimal test space of the DPG method for this particular case.
- We show in Section 6.3 that for convection-reaction problems with a large reaction coefficient, the DPG method delivers an optimal solution whereas with the PG method we lose the optimal convergence rates for the lowest-order polynomial degrees.

Therefore, in all examples but 6.3 in this section we employ the practical DPG method from Section 3.3 with the localizable norm (27) and $\Delta p=1$.

We denote by $u_{\tau h}(x, t)$ the final approximation for the space-time field variables which are the coefficients obtained from the second equation of (34) multiplied by the tensor products of shape functions in space and time. We measure the error of the field variables in the $L^{2}\left(I ; L^{2}(\Omega)\right)$ norm, i.e.,

$$
\begin{equation*}
\mathcal{E}:=\left(\int_{I}\left\|u(x, t)-u_{\tau h}(x, t)\right\|_{L^{2}(\Omega)}^{2} d t\right)^{1 / 2} . \tag{43}
\end{equation*}
$$

Similarly, we denote by $\hat{u}_{h}(x)=\left(\hat{u}_{h}^{1}(x), \ldots, \hat{u}_{h}^{m}(x)\right)$ the approximation for the traces we obtain from the coefficients of the first equation of (34) times the shape functions in space. We will consider the following two norms for the error in the trace variables

$$
\begin{align*}
\hat{\mathcal{E}}_{1} & :=\left(\sum_{k=1}^{m}\left\|u\left(x, t_{k}\right)-\hat{u}_{h}^{k}(x)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}  \tag{44}\\
\hat{\mathcal{E}}_{2} & :=\max _{1 \leq k \leq m}\left\|u\left(x, t_{k}\right)-\hat{u}_{h}^{k}(x)\right\|_{L^{2}(\Omega)} \tag{45}
\end{align*}
$$

In general, for the convergence in space, we fix a fine high-order grid in time and we measure error (43) while we refine the mesh in space for different polynomial orders, and vice versa for the convergence in time. We selected several problems for which we know the analytical solution.

### 6.1. Smooth solution

Here, we compute the convergence rates in both space and time for smooth data. We consider $T=1, b=1, c=0$ and the data according to the following manufactured solution

$$
\begin{equation*}
u(x, t)=\cos (\pi t) \sin (\pi x) \tag{46}
\end{equation*}
$$

Figures 2 and 3 show the approximation of field and trace variables, respectively, for different polynomial orders in both space and time. We selected $2^{4-p}$ elements in space and $2^{4-q}$ time steps.

Figure 4 displays the convergence in both space and time for the field variables. We observe optimal $L^{2}$-convergence rates in both cases: $\mathcal{O}\left(\tau^{q+1}\right)$ and $\mathcal{O}\left(h^{p+1}\right)$.

Figure 5 shows the convergence in space and time for the trace variables in both norms (44) and (45). Here, the equation to compute the traces in (34) is equivalent to classical exponential integrators employing exponential quadrature rules. We know from the literature that these methods are optimal in the maximum norm (45) for sufficiently smooth data.


Figure 2: Approximation of fields for (46) with $p=0,1,2$ (rows) and $q=0,1,2$ (columns) for different element sizes.

Therefore, in the time convergence we observe optimal convergence rates in the maximum norm $\hat{\mathcal{E}}_{2}\left(\mathcal{O}\left(\tau^{q+1}\right)\right)$ and suboptimal in the discrete $L^{2}$-norm $\hat{\mathcal{E}}_{1}\left(\mathcal{O}\left(\tau^{q+1 / 2}\right)\right)$. Note that for $q=2$ we have superconvergence in this particular example. On the other hand, we obtain optimal rates $\mathcal{O}\left(h^{p+1}\right)$ in space for both norms.


Figure 3: Approximation of traces for (46) with $p=0,1,2$ (rows) and $q=0,1,2$ (columns) for different element sizes.


Figure 4: Convergence of field variables in time with $q=0,1,2,3$ (left) and space with $p=0,1,2,3$ (right) for the smooth manufactured solution (46).


Figure 5: Convergence of trace variables in time with $q=0,1,2,3$ (left) and space with $p=0,1,2,3$ (right) for the smooth manufactured solution (46). Solid lines refer to error $\hat{\mathcal{E}}_{1}$ and dashed lines to error $\hat{\mathcal{E}}_{2}$.

### 6.2. Smooth solution with time dependent inflow data

We now consider $T=3 / 4, b=1, c=1$ and the data according to the following manufactured solution

$$
\begin{equation*}
u(x, t)=\frac{\sin (\pi(x-t))^{2}}{1-t \sin (\pi(x-t))^{2}} \tag{47}
\end{equation*}
$$

where the inflow condition is time dependent.
Figure 6 shows the fields and traces with $p=q=2$ and $2^{4}$ elements in space and $2^{4}$ time steps. In Figure 7 we show the converge of the fields in time and space. We observe optimal convergence rates of $\mathcal{O}\left(\tau^{q+1}\right)$ and $\mathcal{O}\left(h^{p+1}\right)$, respectively. Finally, Figure 8 displays the convergence in the trace variables. As in the previous example, we obtain optimal convergence rates $\mathcal{O}\left(h^{p+1}\right)$ in space for both norms and in time, we observe $\mathcal{O}\left(\tau^{q+1}\right)$ for norm $\hat{\mathcal{E}}_{2}$ and $\mathcal{O}\left(\tau^{q+1 / 2}\right)$ for norm $\hat{\mathcal{E}}_{1}$.


Figure 6: Approximation of fields and traces for solution (47) with $p=q=2$.


Figure 7: Convergence of field variables in time with $q=0,1,2,3$ (left) and space with $p=0,1,2,3$ (right) solution (47).


Figure 8: Convergence of trace variables in time with $q=0,1,2,3$ (left) and space with $p=0,1,2,3$ (right) for solution (47). Solid lines refer to error $\hat{\mathcal{E}}_{1}$ and dashed lines to error $\hat{\mathcal{E}}_{2}$.

### 6.3. Smooth solution with large reaction term

We now consider the same example as in Section 6.1 but with $T=1, b=1, c=10^{4}$ and the data according to the same manufactured solution

$$
\begin{equation*}
u(x, t)=\cos (\pi t) \sin (\pi x) . \tag{48}
\end{equation*}
$$

Figure 9 displays the approximation of traces at $t=0.25$ employing in space the PG method and the DPG method with $\Delta p=2$ for different polynomial orders and $2^{4-p}$ elements. We see that for $p=2$ the difference is minimal, but for $p=0$ and $p=1$ we observe that DPG method delivers the $L^{2}$-projection of the analytical solution (as expected) whereas the PG method does not. This phenomenon is reflected in the convergence plots in Figures 10 and 11 where we observe optimal convergence rates for the DPG method as in the previous examples. However, for the PG method we lose one order for $p=1$ in both fields and traces.


Figure 9: Approximation at $t=0.25$ of solution (48) with large reaction coefficient employing PG method in space (top row) and DPG method (bottom row) for $p=0,1,2$.


Figure 10: Convergence of field variables in space employing PG method (left) and the DPG method (right) with $p=0,1,2$ for solution (48) with large reaction coefficient.


Figure 11: Convergence of traces in space employing PG method (left) and the DPG method (right) with $p=0,1,2$ for solution (48) with large reaction coefficient. Solid lines refer to error $\hat{\mathcal{E}}_{1}$ and dashed lines to error $\hat{\mathcal{E}}_{2}$.

### 6.4. Continuous non-smooth solution

We consider now problem (2) with $T=1, b=1, c=0, f=0$ and a "hat" function as an initial condition

$$
u_{0}(x)=\left\{\begin{array}{rr}
\frac{x-0.25}{0.25}, & x \in(0.25,0.5]  \tag{49}\\
\frac{0.75-x}{0.25}, & x \in(0.5,0.75) \\
0, & \text { elsewhere }
\end{array}\right.
$$

We know that in this case the analytical solution is $u(x, t)=u_{0}(x-t)$.
Figure 12 shows approximation of fields and traces for $p=q=1$ and we can conclude that the time marching scheme captures the corners of the solution without oscillations. For the field variables we observe in Figure 13 a convergence of order 1 for $p=0$ in both space and time whereas for $p=1$ we obtain a rate of $1+1 / 2$ in time and $1+1 / 5$ in space. Finally, in Figure 14 we have the same convergence rates in space as for the field variables.

Note that in this example, as $f=0$, we have that the classical exponential integrator (first equation in (34)) delivers simply the exact solution at each time step, i.e., there is no time approximation. Therefore, the error in time for the trace variables in this example is simply zero. The same applies in the next example.


Figure 12: Approximation of fields and traces for (49) with $p=q=1$.


Figure 13: Convergence of fields variables in time (left) with $q=0,1$ and space (right) with $p=0,1$ for (49).

> Convergence of traces (space)


Figure 14: Convergence of trace variables in space with $p=0,1$ for solution (49). Solid lines refer to error $\hat{\mathcal{E}}_{1}$ and dashed lines to error $\hat{\mathcal{E}}_{2}$.

### 6.5. Discontinuous solution

We consider the same setting as in Section 6.4 but with a discontinuous initial condition

$$
u_{0}(x)=\left\{\begin{align*}
x^{2}, & x<0.5  \tag{50}\\
-x^{2}, & x \geq 0.5
\end{align*}\right.
$$

In this example, in Figures 15 and 16 we observe for fields a convergence rate of 0.5 for $q=0,1,2$ in time and rates of $0.3,0.35,0.38$ for $p=0,1,2$ in space, respectively.

Figure 18 displays the traces and fields for $2^{7}$ elements in space and $2^{6}$ time steps with $q=0$ and $p=2$. Finally, in Figure 17 we display different snapshots of traces and fields for $q=0$ and $p=2$. in the first two rows we show the solutions of traces at $t=0.25$ and fields at $t=0.25+\tau / 2$, respectively, for a fine grid in time and different meshes in space. In the last row, we show the solution of fields at $t=0.25+\tau / 2$ for a fixed fine mesh in space and different time step sizes. The solutions for traces in this case correspond to the classical exponential Euler method. We conclude that the solution in the element interior, i.e., the DPG solution in time, is less oscillatory that the classical exponential Euler method and it captures the space-time discontinuity.


Figure 15: Convergence of fields time (left) with $q=0,1,2$ and space (right) with $p=0,1,2$ for (49).

Convergence of traces (space)


Figure 16: Convergence of trace variables space with $p=0,1,2$ (right) for solution (50). Solid lines refer to error $\hat{\mathcal{E}}_{1}$ and dashed lines to error $\hat{\mathcal{E}}_{2}$.


Figure 17: Approximation of fields and traces for solution (50) with $q=0$ and $p=2$.


Figure 18: Convergence of traces in space (first row), convergence of fields in space (second row), convergence of fields in time (third row) for solution (50).

## 7. Conclusions and future work

In this work, we present a methodology to combine a semidiscretization in space by the DPG method together with the DPG-based time marching scheme. We proceed in two steps in the spirit of the method of lines. We first consider a broken ultraweak variational formulation in space and we introduce interface variables in space that are time-dependent. We then define two types of optimal test functions, corresponding to fields and traces, respectively, that symmetrize the operator in space. We additionally require the optimal test functions corresponding to traces to be orthogonal to the mass matrix in order to obtain a practical method in the context of exponential integrators. After statically condensing the traces in space we obtain a system of ODEs. Finally, considering an ultraweak variational formulation in time and introducing traces in time that are space-dependent we define the DPG-based time marching scheme. Here, the optimal test functions in space are approximate while the optimal test functions in time are analytical. We study the performance of our method for several 1D+time advection-reaction problems.

Possible future research lines include the extension of the proposed method to higher dimensions in space and other transient (semi-)linear problems together with the use of an error representation function to perform adaptive refinements in space. In particular, we are interested in the extension of this work to the Vlasov equation, which can require up to six phase-space dimensions. For a $p$-order method, the cost of sum-factorized matrix assembly is $O\left(p^{2 d+1}\right)$; so-called matrix-free approaches can compute the action of the matrix on a vector at a cost of $O\left(p^{d+1}\right)$ (see [2, Table 1]). Recently, Deka and Einkemmer have developed a matrix-free exponential integrator for resistive MHD [7]. Given the potential cost savings in high dimensions, we would like to develop a matrix-free exponential integrator analogous to the one in the present work.

## Appendix A. Computing matrix $K^{T} G^{-1} M$ for pure advection problem

In this section, we see that matrix $K^{T} G^{-1} M$ is singular for the pure advection case ( $b=1, c=0$ ) when we select the adjoint graph norm. It is sufficient to show it for the master element $(0,1)$ and lowest order Legendre polynomials: order 0 for trial and order 1 for test so we have

$$
\mathcal{U}_{h}=\operatorname{span}\{1\}, \quad \mathcal{V}_{h}=\operatorname{span}\{1,2 x-1\} .
$$

If we select the adjoint graph norm 26 , we obtain

$$
K=\left[\begin{array}{c}
0 \\
-2
\end{array}\right], \quad M=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad G=\left[\begin{array}{cc}
1 & 0 \\
0 & \frac{13}{3}
\end{array}\right],
$$

and therefore, $K^{T} G^{-1} M=0$. Alternatively, if we select the localizable adjoint norm defined in (27), the Gramm matrix becomes

$$
G=\left[\begin{array}{ll}
1 & 1 \\
1 & 5
\end{array}\right],
$$

and in this case $K^{T} G^{-1} M=\frac{1}{2}$. This results generalizes to any polynomial order $p$ so in practice, for the transport equation we select norm (27).

## Appendix B. Optimal testing for time-dependent traces

We now compute the optimal test functions corresponding to time-dependent traces $\bar{u}(t)$. For simplicity, we consider a single $\operatorname{ODE}(s=1)$ and a master element in time ( $m=T=1$ ). The generalization to a general number or elements and to systems of ODEs is straightforward. In (21), we have an ODE coupled with an algebraic equation

$$
\left\{\begin{align*}
u^{\prime}(t)+\lambda u(t)+\mu \bar{u}(t) & =f_{1}(t), \forall t \in[0,1],  \tag{B.1}\\
\alpha u(t)+\beta \bar{u}(t) & =f_{2}(t), \\
u(0) & =u_{0} .
\end{align*}\right.
$$

We multiply each equation by a test function $\left\{v_{1}, v_{2}\right\}$ and we integrate by parts the first one. Adding both equations we obtain

$$
\begin{equation*}
\int_{0}^{1} u\left(-v_{1}^{\prime}+\lambda v_{1}+\alpha v_{2}\right) d t+\hat{u} v_{1}(1)+\int_{0}^{1} \bar{u}\left(\mu v_{1}+\beta v_{2}\right) d t=u_{0} v_{1}(0)+\int_{0}^{1}\left(f_{1} v_{1}+f_{2} v_{2}\right) d t \tag{B.2}
\end{equation*}
$$

where $\hat{u}$ denotes the value of $u$ at $t=1$ and is treated as another unknown. We know from [32] that the analytical optimal test functions from the DPG method satisfy the adjoint equation, i.e.,

$$
\left\{\begin{align*}
-v_{1}^{\prime}(t)+\lambda v_{1}(t)+\alpha v_{2}(t) & =u(t), \forall t \in[0,1]  \tag{B.3}\\
\mu v_{1}(t)+\beta v_{2}(t) & =\bar{u}(t) \\
v_{1}(1) & =\hat{u}
\end{align*}\right.
$$

Solving for $v_{2}$ in the second equation of (B.3), $v_{2}(t)=\beta^{-1}\left(\bar{u}(t)-\mu v_{1}(t)\right)$, and substituting in the first equation, we obtain

$$
\left\{\begin{align*}
-v_{1}^{\prime}(t)+\gamma v_{1}(t) & =u(t)-\alpha \beta^{-1} \bar{u}(t), \forall t \in[0,1]  \tag{B.4}\\
v_{1}(1) & =\hat{u}
\end{align*}\right.
$$

where $\gamma=\lambda-\alpha \beta^{-1} \mu$. Therefore, for each trial function $(\hat{u}, u, \bar{u})$, we have the corresponding optimal test functions

$$
\left\{\begin{array}{l}
v_{1}(t)=e^{\gamma(t-1)} \hat{u}+e^{\gamma t} \int_{t}^{1} e^{-\gamma s}\left(u(s)-\alpha \beta^{-1} \bar{u}(s)\right) d s  \tag{B.5}\\
v_{2}(1)=\beta^{-1}\left(\bar{u}(t)-\mu v_{1}(t)\right)
\end{array}\right.
$$

Now, we compute the optimal test functions corresponding to piecewise polynomials in time for the trial space where we select the following basis

$$
\left\{(1,0,0),\left(0, t^{r}, 0\right),\left(0,0, t^{\bar{r}}\right), r=0, \ldots, q, \bar{r}=0, \ldots, \bar{q}\right\}
$$

so we approximate the trial functions as

$$
u(t) \approx \sum_{i=0}^{q} u_{i} t^{i}, \quad \bar{u}(t) \approx \sum_{j=0}^{\bar{q}} \bar{u}_{j} t^{j}
$$

- The optimal test functions corresponding to $(1,0,0)$ are

$$
\hat{v}_{1}(t)=e^{\gamma(t-1)}, \quad \hat{v}_{2}(t)=-\beta^{-1} \mu \hat{v}_{1}(t)
$$

and substituting into (B.2), we obtain

$$
\hat{u}=u_{0} \hat{v}_{1}(0)+\int_{0}^{1}\left(f_{1}(t)-\beta^{-1} \mu f_{2}(t)\right) \hat{v}_{1}(t) d t
$$

which is equivalent to the first equation in (34).

- Integrating by parts (B.5) we obtain that the optimal test functions for $\left(0, t^{r}, 0\right)$ are given by the following recurrence formula

$$
v_{1}^{r}(t)=e^{\gamma t} \int_{t}^{1} e^{-\gamma s} s^{r} d s=\gamma^{-1}\left(t^{r}+r v_{1}^{r-1}(t)-\hat{v}_{1}(t)\right), \quad v_{2}^{r}(t)=-\beta^{-1} \mu v_{1}^{r}(t)
$$

and the system to compute the field variables is

$$
\sum_{i=0}^{q} u_{i} \int_{0}^{1} t^{i+r} d t=u_{0} v_{1}^{r}(0)+\int_{0}^{1}\left(f_{1}(t)-\beta^{-1} \mu f_{2}(t)\right) v_{1}^{r}(t) d t, \quad \forall r=0, \ldots, q
$$

which is equivalent to the second equation in (34).

- The optimal test functions for $\left(0, t^{\bar{r}}, 0\right)$ are

$$
\begin{aligned}
& \bar{v}_{1}^{\bar{r}}(t)=-e^{\gamma t} \int_{t}^{1} e^{-\gamma s} \alpha \beta^{-1} s^{\bar{r}} d s=-\gamma^{-1}\left(\alpha \beta^{-1} t^{\bar{r}}+\bar{r} \bar{v}_{1}^{\bar{r}-1}(t)-\hat{v}_{1}(t) \alpha \beta^{-1}\right) \\
& \bar{v}_{2}^{\bar{r}}(t)=\beta^{-1} t^{\bar{r}}-\beta^{-1} \mu \bar{v}_{1}^{\bar{r}}(t)
\end{aligned}
$$

and we get the following system of equations

$$
\begin{array}{r}
\sum_{j=0}^{\bar{q}} \bar{u}_{j} \int_{0}^{1} t^{j+\bar{r}} d t=u_{0} \bar{v}_{1}^{\bar{r}}(0)+\int_{0}^{1} \beta^{-1} t^{\bar{r}} f_{2}(t) d t+\int_{0}^{1}\left(f_{1}(t)-\beta^{-1} \mu f_{2}(t)\right) \bar{v}_{1}^{\bar{r}}(t) d t \\
\forall \bar{r}=0, \ldots, \bar{q}
\end{array}
$$

In conclusion, by considering directly an ultraweak variational formulation in (21) we recover the time-marching scheme (34) and an additional system to compute the timedependent interface variables $\bar{u}(t)$. Here, as the analytical optimal test functions satisfy the adjoint equation, they decouple the fields from the traces in the time-marching scheme. We introduce $\bar{u}$ as a mathematical tool to consider broken test spaces the space variable but in practice, we only compute the field variables $u$ and the traces in time $\hat{u}$.
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